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Preface

Strategic research agendas worldwide on electricity transmission and distribution
networks emphasize that by 2030, electricity networks will continue to function in a
manner that optimizes cost and environmental performance without giving up
traditionally high security and quality of supply, while hosting very large and
further increasing penetration of renewable and distributed (dispersed) generation.
Stimulation of local production of renewable energy requires the emergence of
more intelligent transmission and distribution networks with a view to accommo-
date variable generation from multiple sources and a growing demand for renew-
able energy. Electricity wholesale competition and the deregulation of retail
electricity markets with the energy value chain becoming bidirectional are models
that have been internationally adopted in an effort to achieve the maximum eco-
nomic benefits and energy savings. Finally, energy efficiency is by far the greatest
opportunity for the power industry in the current energy market, with all the
electricity market participants trying to approach it in the most effective way in
order to achieve significant competitive advantages.

Taking into consideration the important changes and the reformation of the
power industry that are carried out today, as previously described, the current book
provides intelligent and innovative solutions that can be applied on electricity
transmission and distribution networks to support these changes. Throughout the
book readers have the chance to be informed: on a novel, efficient and user friendly
software tool for power systems studies, on issues related to distributed (dispersed)
generation and the correlation between renewable generation and electricity
demand, on new methodologies which handle grid stability and control problems,
on transmission and distribution networks’ safety and protection issues, on energy
storage and power quality, on the application of embedded systems on the trans-
mission and distribution networks and finally on issues related to the economics
of the power industry.
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We express our gratitude to all the reviewers and contributing authors for
offering their expertise and for providing valuable material used to compose this
book. We also thank Springer for the opportunity to make a contribution to
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A Methodology for Web-Based Power
Systems Simulation and Analysis
Using PHP Programming

Simon Agamah and Lambros Ekonomou

Abstract A methodology for carrying out web-based power systems simulations
using PHP programming for the simulation engine is described in this chapter.
Power system simulation is essential for planning and studying how an electrical
network system will operate over time without physically assembling it. The
methodology is implemented in a modular object-oriented PHP application that
computes the power flow solution of electrical networks using the Newton-Raphson
method. A key difference between this solution and existing web-based power
systems simulation applications is in the architecture; other solutions use a 3-tier
structure: web browser, web server scripts and simulation engine while this has the
simulation engine running in the web server scripts thereby creating a slimmer
2-tier structure. This 2-tier structure and the choice of PHP has considerable
implications in terms of server resources required to execute the solution, which is
increasingly important in this era of cloud computing, Software-as-a-Service (SaaS)
and smart electricity networks. The methodology covers the more recent features of
PHP that make it possible to carry out such analysis which were not present in
previous versions of the language. It also covers how additional classes required to
provide mathematical functionality not present in the language core can be used to
build the simulation engine. The methodology provides a viable option for carrying
out fundamental power systems studies using open source software.
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1 Introduction

Web-based simulation (WBS), analysis and remote control via a web browser
interface such as Microsoft Internet Explorer™, Google Chrome™, Mozilla
Firefox™ is increasingly becoming relevant and even necessary in some cases with
the rise of cloud computing, Software-as-a-Service (SaaS) and smart grid tech-
nologies [1, 2]. The information and communications technology infrastructure that
enable this service oriented architecture of software have evolved over time, and so
have the programming languages that are used to develop these applications [3, 4].

The context of web-based simulation that is presented in this methodology is
defined by [5] as the use of resources and technologies offered by the
world-wide-web (WWW) for interaction with client (web browser) and server (re-
mote computer) modelling and simulation tools. Furthermore the definition excludes
simulation packages that are downloaded from a server to a local computer and
executed independent of the web browser, emphasizing that a browser always has to
play an active role in the modelling or simulation process, either as a graphical
interface or, additionally, as a container for the simulation numerical engine [5].

Several detailed reviews such as [1, 5–7] cover the programming languages,
structures and techniques that are being used to perform web-based simulations that
do not require an application package to be installed and run on a local computer
independent of the web browser. The advantages and disadvantages of such
methods are also well documented in them.

The structure of such WBS applications usually consists of 3 or more tiers as
shown in Fig. 1. The front end tier or client side is the web browser located on the
user’s computer or other device for user input and displaying results, the middle tier

Fig. 1 3-tier architecture implemented by existing web based power systems simulators
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is the remote web-server which runs software written in a web programming lan-
guage such as ASP.NET, PHP:Hypertext Pre-processor (PHP), CGI scripts or Perl
scripts that receives the Hypertext Transfer Protocol (HTTP) requests from the web
browser, processes it and passes it on the simulation engine which either resides on
the same back-end server computer or on a remote server. The simulation engine,
which is an application such as MATLAB, NEPLAN, ExtendSIM receives the
requests to perform a simulation and it returns the result to the user on the web
browser via the program on the web server [5]. This is how the vast majority of
WBS in different disciplines is operated. The simulation engine is usually written in
a programming language such as Java, C#, Visual Basic, C, or C++ which are used
for desktop and server applications. Essentially the web versions provide a “win-
dow” to access the functions of these traditionally desktop-based software packages
through a component that facilitates this interaction.

Programs written in Java are compiled into Java Byte Code which the Java Virtual
Machine compiles into native machine code to achieve platform independence [6].
On the other hand, according to Bryne et al. in [5] the Microsoft .NET Framework
allows supported programming languages including Visual Basic, C# and others to
be compiled into an Intermediate Language (IL) and then to a platform specific
Common Language Runtime (CLR) to achieve platform independence and language
interoperability. Full support for the .NET runtime is currently only available on
Windows, meaning that some features are only available to be run on the Windows
platform [7]. The multiple-platform, single-language support of Java is compared
against the single-platform, multiple-language support of the .NET framework by
programmers [5]. Furthermore, the .NET framework enables web support using ASP.
NET which is integrated into it, while web support for Java is achieved through the
use of additional components or Java Applets that are downloaded and run in a
separate process on the Java Virtual Machine but shown in the web browser [8].

The main benefit of using this 3+ tier approach shown in Fig. 1 is that pro-
grammers can focus on writing only a business logic layer to provide interaction
with the web server technologies and leave the base functionality intact. This
reduces the amount of modules of the software that must be rebuilt from ground-up
specifically for web use. The web server application therefore acts as a data
transport layer between the front-end web browser and the main processing in the
program running on a back-end server.

A different approach which has not been used previously is to develop a slimmer
2-tiered structure for the simulation application as illustrated in Fig. 2. Instead of
using the web server only as a transport layer, a 2-tiered approach which has the
simulation engine written in a web programming language and all or most of the
processing carried out on the web server is proposed.

There are several reasons why this approach has not been used in the past
including the recent maturity and re-emergence of web programming languages
such as PHP [3] and JavaScript into general programming languages which wasn’t
the case previously. Furthermore the existing desktop simulation applications had
access to a solution for web access while remaining in their native code by using the
3-tiered approach described earlier, and so there hasn’t been a pressing demand for
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this approach yet. The benefits offered by such a 2+ tier approach include a
reduction in the points of failure, a leaner and simpler application which reduces the
amount of dependencies required for it to run on a server to achieve similar results
as a 3 tier approach, and even a reduction or elimination of licensing costs if it is
built with an open source solution such as PHP.

The focus of this chapter is Web based Power Systems Simulation (PSS) and
Analysis for network planning and Active Network operation. The IEEE Power &
Energy Society (PES), Power System Analysis, Computing, and Economics
(PSACE) Committee have created a taskforce on Open source software and
maintain a list of open source PSS packages with a summary of their features in
chronological order [9]. The languages that have been used to develop these
applications and others in the past include FORTRAN, C, C++, JAVA, Visual basic
[10] and are all versatile languages. As at the time of this writing, no Power
Systems Simulation and Analysis application has been developed using the most
popular [11] open source web programming tool PHP. The most recent versions of
PHP support Object Oriented Programming (OOP) [4] and features that can be
found in general purpose programming languages and which greatly enhance
simulation application architecture.

Fig. 2 2-tier architecture implemented with simulation engine written in PHP language
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Some Web-based solutions have been implemented using the 3-tiered approach,
using ASP.NET and Java. Furthermore, some of the commercial Power Systems
Simulation packages including NEPLAN (via NEPLAN 360), MATLAB (via
MATLAB Web deployment) and DigSilent (via PSSe + Django) now have web
access. InterPSS, a free package based on using a preprogramed spreadsheet, is also
available for use on the internet [12].

This Introduction has presented a background of the existing WBS solutions
which involve 3 or more tiers and proposed a different 2-tiered approach specifi-
cally for Power Systems Simulation, Analysis and Network Management using
PHP simulation engine. The rest of the chapter will review some of the previous
research and implementations carried out in Web-based Power Systems simulation,
and will give the benefits and challenges offered by a PHP solution. The
methodology for the implementation of the Web based PHP simulation engine is
also described, including the design of the application and the interaction between
different components and the parameters that will be inspected to provide perfor-
mance benchmarks. The results obtained from simulations carried out using the
PHP power systems simulation engine are included in this chapter and finally
conclusions from the results obtained are presented and areas for further research
and potential improvements on the solution are discussed.

2 Web-Based Power Systems Simulation Software

2.1 Commercial and Open Source Web-Based Power
Systems Simulation Software

The most common commercial and open source Power Systems Simulations
software packages are listed by Open Electrical in [10]. The IEEE PSACE also
sponsors a Taskforce for Open Source Software for Power Systems [9]. The
packages in these detailed lists that explicitly have Web-based interfaces or a
module that can allow web access are InterPSS and NEPLAN 360 from Neplan AG
[13]. SimPowerSystems from MathWorks extends MATLAB’s Simulink and
MatPower, which was developed by members of the Power Systems Engineering
Research Centre of the Cornell University, is a set of MATLAB files with Power
Systems analysis functions [14]. MATLAB programs can now be deployed as web
applications [15], hence it follows that MatPower and SimPowerSystems solutions
can also be deployed online and may be classified as a Web-based solution. An
overview of the web related characteristics of each of these packages is as follows:

2.1.1 InterPSS

InterPSS stands for Internet Technology Based Power Systems Simulator. It was
developed using Java, XML and the Eclipse IDE. The web-access is available in
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InterPSS 2.0 which is completely cloud based [12]. Data input and results output
are implemented using a Google Drive™ spreadsheet template and a set of common
shared libraries hosted on the InterPSS account which the users can copy to their
Google Drive™ Accounts, open and edit in a Web browser. The simulation engine
runs in on a cloud server and receives a simulation request via a Google App Script
(based on JavaScript) embedded in the spreadsheet, carries out the processing and
sends the result back to the spreadsheet where it can be stored. The High Level
Application diagram is as shown in Fig. 3 [12].

It is a 3+ tier System with a Java Program as the Simulation Engine, and the
Google App Script and Google Drive™ Spreadsheet as the data transport tier via a
Google Web Service, and the web browser for user interaction via the spreadsheet.

2.1.2 NEPLAN 360

NEPLAN 360 is a power system analysis tool that can be operated from inside a
web browser and is licensed by Neplan AG. According to the NEPLAN 360
website it is the first fully browser based power system analysis tool on the market
and offers therefore all advantages of cloud computing [13]. The calculation
modules have the same characteristics as the ones in the desktop version of
NEPLAN and it handles AC and DC networks in the same manner as the desktop
version [13]. It also provides a similar Graphical User Interface (GUI) and can also
be accessed without a web browser by using Web Services to build networks and
access the results of calculations.

2.1.3 MATLAB Based Systems: SimPowerSystems and MATPOWER

The Web implementation of these solutions is inferred from the capability of
MATLAB files to be run from Web Applications. This is possible as MATLAB
running on a server can be invoked as an Automation server from any language that

Fig. 3 InterPSS high level architecture [12]
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supports Component Object Model (COM), so Web applications can use ASP.NET
[16], VBScript and JavaScript [15] (can only be deployed from MATLAB running
on a web browser locally on a computer and not remotely on a web server). This is
also a 3-tier methodology with the MATLAB application residing on a server being
called from an intermediate language such as PHP or ASP.NET on a web server or
in the web browser [16].

2.2 Web-Based Power Systems Simulation in Previous
Research Work

There have been implementations of Web-based PSS in previous research work,
perhaps not as many as one would expect given the ubiquitous nature of Web-based
systems recently.

Leou and Gaing in [17] use Active Server Pages (ASP), which is a web pro-
gramming language similar to PHP and a predecessor of ASP.NET, to call func-
tions in modules programmed in Visual Basic programming; therefore
implementing a 3-tier architecture as previously described.

In [18] Chen and Lu describe a system based on a Model-View-Controller
framework (MVC) that uses a Java 2 Platform Enterprise Edition (J2EE) architecture
to connect to an existing legacy system by using Java Server Pages (JSP) in the
server, applets in the web browser and Fortran based simulation routines as the
Simulation engine in a 3+ multi-tier system with the web server acting as a gateway.

Yang, Lin and Fu implement a .NET framework system for micro power system
design [19]. The application layer uses the C# based assemblies and Dynamic Link
Libraries (DLLs) for the simulations and ASP.NET for serving results to the web
browser.

Shaoqiong Tan et al. also implement a Web-based simulator using a stack
comprising ASP.NET for the web server programming and C# language for the
simulation engine in [20]. They also indicate that C# is an evolution of C and C++,
which is designed for building a wide range of enterprise applications that run on
the .NET Framework.

Finally Hong Chen et al. use Java programming for a SCADA system over Local
Area Networks and Internet, with a Java Applet for a GUI [21]. This system isn’t
web browser based therefore runs on a different platform from the simulation
package described in this chapter.

2.3 Advantages and Disadvantages of Using a PHP
Simulation Engine for Power Systems Simulation

The merits and demerits of PHP are discussed widely on the internet in detail [22,
23]. As with any other programming language, the purpose determines what counts

A Methodology for Web-Based Power Systems Simulation … 7



as an advantage or disadvantage. In relation to a web based simulation engine, the
main advantages and disadvantages of using PHP for power systems analysis are as
follows:

Advantages:

i. Platform Flexibility
Because PHP can be used on multiple platforms including Windows and
UNIX based systems such as Linux, the operating system or computing
system does not affect the development of the simulation tool [23].

ii. Reduction in Server Resources Required for Some Operations and Reduced
Pricing
Because the PHP simulation engine results in a thinner application, the server
processing power and memory requirements are less, leading also to reduced
expenditure on the server and cloud computing resources. PHP was designed
to be run on open source web servers and platforms, which means any
application developed using PHP is well suited for students, schools and
SMEs with budget limitations. Furthermore, power systems studies will
benefit from having more free alternatives to the premium packages that
dominate the market which usually have limits on network size.

iii. Suitability for Smart Networks
With the introduction and proliferation of smart networks [24] and devices
that use TCP/IP and HTTP communications for power systems applications
[25, 26], PHP which is a web programming language and is designed for use
over such networks may provide more applications for consumer interaction
with future electricity networks.

iv. Database Support
One of the strongest points of PHP is its support for a wide range of data-
bases. By using database specific extensions, e.g., for a MySQL database or
MSSQL, or using an abstraction layer like its native PHP Data Objects
(PDO), PHP can use data from various sources [23]. The implication is that
legacy data from existing systems can be connected to such applications with
a level of ease that is not available with other languages, and without
modifying that data format.

v. Interconnectivity
PHP has support for talking to other services using protocols such as LDAP,
IMAP, SNMP, NNTP, POP3, HTTP, COM (on Windows), etc. [23]. Raw
network sockets can also be opened to interact using any other protocol. PHP
also has support for instantiation of Java objects and using them transpar-
ently as PHP objects [23]. This implies that applications created using other
languages can be extended to be used in the power systems analysis based on
the PHP platform. PHP can also execute shell commands, meaning that a fall
back system to a 3-tier system is also possible when the application requires
additional functions.

8 S. Agamah and L. Ekonomou



vi. Portability
PHP can be compiled into C++ using the Hip-hop PHP compiler (HpHpC)
[27, 28]. The performance gains of C++ are combined with the rapid
development paradigm of PHP using this approach. Hip-hop for PHP was
developed by the creators of Facebook™ who originally used PHP to
develop the popular social networking site but required some of the per-
formance and scalability features of C++ without converting their entire
codebase. The Hip-hop Virtual Machine (HHVM) is also available for use to
scale PHP applications without compiling them, working like a Just-In-Time
(JiT) compiler [27, 28].

vii. Results Presentation
Using PHP allows simulation results to be published in a web-based, inter-
active manner on the internet or a local network easier than other programs
such as PowerFactory or MATLAB. PHP code can easily be embedded in
Web Pages, making the integration process easier for results presentation. By
using JavaScript, CSS and HTML tools, the otherwise static results may also
be given aesthetic modifications unmatched by other platforms.

viii. Simplicity and Learning Curve
PHP was designed to be easy to learn and to allow beginners and less
experienced programmers to build dynamic websites and achieve complex
tasks easily [22, 23, 29]. By using PHP for power systems analysis, engi-
neers with little programming experience can perform analysis and compu-
tation without the assistance of third parties and exert full control on their
work. Experienced programmers in other C-style languages in general also
find it easy to learn.

ix. Availability of Analytical Tools
PHP provides adequate tools for power systems analysis, such as matrix
manipulation, complex number analysis, etc. The tools for Mathematical
computation are provided both natively and via Math extensions [30].
Although there are packages and languages that provide more power and
control to carry out functions required for the analysis of power systems, the
OOP concepts available in PHP allow the creation of specific functions as
required.

Disadvantages: The disadvantages and challenges that are likely to be encoun-
tered when using PHP for power systems analysis related to this work are as
follows:

i. Language Flaws
The flaws of the PHP programming language itself are well documented [22,
29] with issues such as consistency, loose variable types and declarations,
programming style, repetitive or obscure function names, scope, comparison
operators, etc. Most of the flaws in the language are as a result of the flaws in
the original versions with updates retaining some of them for compatibility
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reasons. This may prove to be a pitfall when writing power systems appli-
cations in PHP.

ii. Availability of Programming Tools and Libraries for Power Systems Analysis
Languages like C++ for Power systems analysis provide tools that make it
easier to perform certain tasks, such as in C++ where native Templates can be
used to declare the System admittance matrices [31]. This isn’t the case in PHP
and an extension [30] has to be used for matrix operations, or Matrix opera-
tions functions must be created by the developer. The same issues are expected
for carrying out other forms of mathematical analysis, and it may require
significant additional work writing functions specifically to perform these or
the use of third party extensions. Furthermore, as no previous power simu-
lation systems have been written in PHP, there aren’t any reusable components
apart from those developed in the simulator described in this chapter. It means
that any other engineers or researchers will have to use these or lose time
re-developing operational components which are already available in packages
like MATLAB [14]. This will have to be weighed against the advantages it
provides in making a decision to use PHP.

iii. Performance
Since PHP is interpreted and not compiled, PHP programs must be parsed,
interpreted, and executed each time each time they run and are therefore
usually slower than compiled languages [28]. However virtual machines such
as HHVM [27] described previously as well as fast web server applications
such as NginX [32] mitigate this interpreted language inherent performance
issue significantly.

A lot of the disadvantages and advantages of PHP may be viewed from a more
philosophical standpoint, regarding the perceived quality or maturity of PHP as a
programming language, or even if it is appropriate to refer to it as one rather than as
a scripting language.

The PHP-based solution meets the requirements for a power systems simulation
outlined in [33]. It exploits the advantages presented and can produce valid, con-
sistent results comparable with benchmarks from other recognised packages
therefore it is a suitable candidate for the investigations.

3 Methodology

This section describes the methodology implemented in building a Web-based
Power Systems Simulation Engine using PHP programming and is essentially a
documentation of its functions. The simulation engine performs a load flow analysis
on a given network using the Newton-Raphson method according to the procedure
outlined in [34] to obtain unknown bus voltage magnitudes and angles, and also the
real and reactive power magnitudes for a given network. It also computes the line
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flows by first computing line currents and then the power flowing in each line as
well as its direction.

The system architecture to show the different components of the application and
their interactions are outlined in this section. It will begin by showing how some
concepts which are not native to PHP but required for power systems analysis are
achieved and then break down the engine into its modules and how they interact.

3.1 Extending the Functionality of PHP to Handle Power
Systems Simulation Concepts

The most important part of the methodology is how PHP will be extended to handle
operations that are not native to it. For power systems computations matrix,
complex number and vector operations are the most important to be considered.
The PHP core comes with a library for general and basic mathematical operations
[35]. It does not provide full native support for matrix operations, complex numbers
and vectors.

To use such functions one can either install mathematical extensions [36] which
will allow the programmer call functions for matrix operations as though they were
native to PHP, or the programmer will have to include a PHP class file that contains
methods to perform matrix, vector and complex number operations and then refer to
that class each time the operation is required. The PHP group currently doesn’t
provide an extension for complex number operations, but have a repository for such
classes using a PEAR extension. PEAR stands for PHP Extension and Application
Repository and is a framework and distribution system for reusable PHP compo-
nents [37].

3.1.1 Matrix Operations

A matrix may be defined in PHP as arrays of arrays, representing rectangular
matrices in row major order [38, 39] so a two by two matrix [1 2; 3 4] would be

$matrixArray ¼ array arrayð1; 2Þ; arrayð3; 4Þð Þ

An array is defined in the PHP manual as an ordered map. A map is a type that
associates values to keys [40]. It is a programming concept available in most
languages.

Defining a matrix as described limits the programmer to storage and retrieval of
data in a particular order as well as some other ordered data operations. To allow
full matrix operations such as arithmetic, vector multiplication and finding the
determinant, the PEAR Math Matrix package is used in developing this simulation
engine. These packages are PHP classes with matrix operations, methods and
properties. Using this method is preferred to using the PHP Lapack extension [38]

A Methodology for Web-Based Power Systems Simulation … 11



that provides some of these functions for two reasons. Firstly, the Lapack extension
serves a specific purpose only−the matrix and linear algebraic operations, while the
PEAR extension is installed once and used for several packages with different
functions. Secondly, the classes used in the PEAR extension are written purely in
PHP and are only additional PHP files that are included with the application. They
can therefore be modified to suit the application easily.

The matrix is instantiated as follows:

$matrix ¼ newMath Matrixð$matrixArrayÞ;

Now the $matrix variable is a Matrix Object [1,2; 3,4] and has all the properties
and methods of a matrix, rather than being just a multidimensional array which only
stores and retrieves the data in an ordered manner.

The limitation of the Math_Matrix class is that it can only accept real numerical
values. The obvious problem with this in power systems analysis is that a bus
admittance matrix is made up of complex number values. To solve this problem, the
complex admittance matrix is organized and manipulated using native PHP mul-
tidimensional arrays while other matrices, such as the Jacobian matrix, which
consist purely of real values and require other matrix operations are formed using
this matrix class.

3.1.2 Complex Number and Vector Operations

PHP also doesn’t natively handle complex number operations such as conjugation,
inversion and determining angles which are required for power systems analysis.
The PEAR Complex number package [41] is used to enable this functionality.
Some operations such as solution of linear algebraic equations involving Jacobian
matrices require vector analysis; the vector in this case referring to a
one-dimensional array of real and reactive power. The matrix package for example
solves linear equations using an iterative error correction algorithm and requires as
input the left hand side vector and a right hand side matrix. To enable this type of
functionality the PEAR vector package [42] is used in this methodology as it allows
the use of vector methods and properties on variables in the simulation engine.

3.2 PHP Simulation Engine Classes

The simulation engine is implemented using Object Oriented Programming (OOP).
OOP creates models based on a real world environment. As such, the structure is
modular and functions can be re-used or modified independently of the entire
program, and the functions are less dependent on each other but rather work
alongside each other as required to achieve results [4, 43]. The Classes are PHP
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Table 1 Electrical network definition in PHP simulator

S/n Class Description Methods Properties

1 Network Class: represents
an electrical network with
no elements. It is the main
dependency for all other
classes as instances of the
element class are added to
this class to build the
network.

InitializeNetwork: sort
buses and lines in a
particular order, set slack
bus, compute bus
unknowns and call method
to form admittance matrix
for this network
addBus: add a bus object to
this network
addLine: add a line object
to this network
Bus: returns a particular bus
object in the network by
number
BusRealPower,
BusReactivePower: returns
the real and reactive power
of a given bus
BusUnkowns: compute
unknown parameters for
given bus
formAdmittanceMatrix:
forms the network
admittance matrix from the
lines and respective buses
given
delPdelQMatrix: returns a
vector of the change in
power for the linearized
relationship involving
change in power, voltage
magnitude and angle and
the Jacobian matrix

Buses: array of bus objects
in the network
Lines: array of line objects
in the network
admittanceMatrix:
multidimensional array of
line admittances
jacobianMatrix: matrix
object representing
Jacobian matrix from latest
iteration
slackBus: integer of slack
bus number; default is 1
voltageControlledBuses:
array of voltage controlled
buses; filled during network
initialization
initialV: initial voltage
magnitude for iterations,
default is 1.0 per unit
initialD: initial voltage
angle for iterations, default
is 0
solution: array for storing
power flow solution
dPdQM_network: vector of
change in real and reactive
power

2 Bus Class: object
representing a power bus, or
a node in an electrical
network with all its
properties and methods

__construct: set bus
number, specified voltage
magnitude PU and angle
both default to null
addElement: adds an
element object to this bus
and update the properties of
this bus according to the
properties of that element
object, whether it is a
generator or a load

P: bus real power
Q: bus reactive power
S: bus apparent power
Type: slack, PQ or PV
Elements: array of elements
at this bus
Unknowns: array of bus
unknowns filled during
network initialization
previousV, previousD,
previousP, previousQ:
variable to store previous
values of voltage
magnitude, angle and power
during iterations

(continued)
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Objects that contain Methods (actions, functions) and Properties (descriptions of
physical attributes) for each of the system components.

The classes defined in this simulation engine are based on physical elements of
the power network and some classes are defined for the computation operations
performed on these elements. Some of the classes are dependent on others and
cannot perform any functions without input from their dependencies.

3.2.1 Network Definition in PHP Classes

The classes described in Table 1 have been developed to form an electrical network
in the PHP application which is ready for any operation or computation such as
power flow or short circuit analysis and using any chosen method. With the
exception of the jacobianMatrix property in the Network element, these are the bare
minimum required objects for any other power system analysis that may be carried

Table 1 (continued)

S/n Class Description Methods Properties

3 Line Object: represents a
line in an electrical network

__construct: initialize the
line, set the numbers for
connected buses and value
for line impedance real and
imaginary parts

From: number of first
connected bus
To: number of second
connected bus
Impedance: complex
number object with
impedance value
Admittance: complex
number with admittance
value
Label: string to label this
line according to from-to
notation

4 Element Object: object
representing a generic
element in the network. The
element may either be a
generator or other active
element or a load.

__construct: initialize
element and set its
properties. The properties
default to null so they may
be set after initialisation

S: a complex number object
representing the apparent
power. Computed from the
values of real and reactive
powers given or declared
explicitly. Can be negative
or positive depending on
the flow property.
Flow: string representing
direction of power flow in
or out of the network in
relation to this element
P: real power
Q: reactive power
Name: user defined name
for the element
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out. This structure means these classes can be easily re-used in other PHP
applications.

3.2.2 Newton-Raphson Power Flow Solution in PHP Classes

The Classes described in Table 2 are used to perform a power flow using the
Newton-Raphson (NR) method on a valid PHP electrical network object. The
modular structure of this methodology means that any other solution may be used

Table 2 PHP classes for Newton-Raphson power flow solution

S/n Class Description Methods Properties

1 JacobianMatrix: contains
the methods for the
formation of the Jacobian
matrix for a given network

delPdelD, delPdelV,
delQdelD, delQdelV: these
methods form the sub
matrices of the Jacobian
Matrix
FormMatrix: takes a power
network object and runs
the methods for the
Jacobian sub-matrices on it
and returns a full Jacobian
matrix as a matrix object.
This object is stored in the
Network’s JacobianMatrix
variable

No properties declared as
all elements can be
accessed from matrix
object returned on its
formation

2 lfNR (Load Flow Newton
Raphson): computes a
Newton Raphson power
flow solution for a given
network according to the
NR algorithm.

exec: this executes the
individual steps of the
power flow by forming the
Jacobian Matrix, forming
the power change vector
and using the Matrix
Object linear equation
solution to obtain a step
solution
updateNetwork: updates
the buses of the network
with the latest results from
an Iteration step
solve: iteration function
that calls the exec function
at each step and checks the
tolerance of the solution
before finally computing
slack bus values when
given convergence criteria
is met or set number of
steps exhausted

maxIterations: maximum
number of Iterations, to
prevent infinite iterations
e: variable for acceptable
convergence criteria
step: current iteration
step
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Fig. 4 Flowchart for Newton-Raphson power flow solution in PHP
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alongside the NR on the same network and won’t require the entire application
including the network definition classes to be developed again.

3.2.3 Newton-Raphson Power Flow PHP Application Flowchart

The PHP application for computing the Power flow solution using the
Newton-Raphson follows the same flow chart structure as a generic power flow
using any other method described in [44]. The specific flowchart for this PHP
application and methodology is shown in Fig. 4 and describes the interaction
between the classes. This same structure can be incorporated into other power
systems studies that require a power flow analysis to be carried out as a step, such as
optimal power flow computation. The full process may also be broken into smaller
processes because of the modular nature of the application. The flowchart shown in
Fig. 4 is separated into two parts. The first part shows the process of creating a
power network from the network data provided and is the basic requirement for the
simulation. This network resides in the PHP application and can be used for any
other analysis such as short circuit studies, reliability analysis, etc. The second part
of the flowchart shows the process for the power flow carried out on the network,
and can be replaced by another process.

4 Results and Discussion

The implementation of the methodology was tested by running a load flow analysis
on different sized networks obtained from [34] and comparing with the results
given. The computation of the load flow and network modelling in [34] was done
using MATLAB programs.

The PHP application for these particular results was run on a shared remote web
server with the software specification shown in Table 3. There are several other
configuration parameters however these are the ones with some relevance to this
implementation.

Table 3 PHP server software
specification

Item Value

1 PHP version 5.2.17

2 Web server Apache2.0.64

3 Operating system Linux
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4.1 Networks Tested and Parameters Observed

The solutions for 2-Bus, 3-Bus, 6-Bus, 26-Bus and 30-Bus networks obtained from
[17, 34] were found to be consistent and accurate according to the results provided
when the Newton-Raphson load flow was performed on them. The following server
resource parameters were measured on the server side:

1. Execution time of functions
2. Memory usage of functions

These parameters were chosen to be observed because of the most likely
applications which will involve using individual modules as part of a larger
application residing on a server that receives multiple requests.

Because of the modularity of the application each of the functions (such as
formation of admittance matrix, initialization of network, formation of Jacobian
matrix, etc.) can be taken and used separately as part of a different application, thus
the parameters were observed on a component/function basis.

The parameters observed also vary according to network size, network elements,
convergence criteria and limits imposed. In this case however the number of buses
in the network was used as an indicator of increasing complexity. Table 4 shows the
average script execution time per iteration, and Table 5 shows the amount of
memory allocated to the different operations involved.

It is important to note that these script execution times and memory requirements
are not related to the specifications of the end user’s computer and are not affected
by the performance of the end user’s computer. This means the time and memory
requirements for each process on the same server will be similar for all users. The
sole requirement for using the PHP power system application is access to the
application server via a web browser and the performance will depend fully on the
server. The centralized system also means that updates to the power systems
simulation program are immediately accessible by all users. For example, electrical
engineers on the field accessing the server through their devices to perform some
analysis will always have the latest version of the application and will have a
similar experience of the process in terms of performance. Fig. 5 shows a plot of the
execution time and Fig. 6 shows a plot of the memory allocation for the individual
simulation processes during the tests.

4.2 Discussion

The execution times shown serve as an indication of how much latency may be
expected by including these scripts in an application. The execution time is most
relevant for real-timeonline applicationswhichwill require quick results computation.

Based on the results, the time required for the same functions increases signif-
icantly between the relatively smaller networks (2-bus, 3-bus and 6-bus) and the
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Table 5 Server memory allocation (in kB)—average for Jacobian matrix formation, power
mismatch vector and step solution

2-Bus
network
(4 Iterations)

3-Bus
network
(3 Iterations)

6-Bus
network
(4 Iterations)

26-Bus
networka

(3 Iterations)

30-Bus
networka

(4 Iterations)

Reading network
data into
application using
XML

36.1171 41.3047 59.4180 207.6796 204.1953

Formation of
admittance
matrix

2.8555 4.5898 13.5898 245.8593 357.6406

Formation of
Jacobian matrix

4.2148 5.9982 18.6299 472.2343 641.7265

Formation of
power mismatch
vector

1.2598 1.3164 1.9833 7.7578 8.8828

Solution of sets
of linear
equations to
obtain step
solution (time
per iteration)

1.1816 1.1497 1.42678 4.9531 5.4843

Total including
other functions

226.3867 233.5703 266.3398 727.8984 854.7890

aIncludes generator reactive power control

Fig. 5 Timing of power systems simulation scripts in milliseconds on a logarithmic scale in
base 10
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larger networks (26-bus, 30-bus), such that it has to be represented on a logarithmic
scale. The key areas where this jump is most visible is in the matrix operations and
the vector operations which are carried out using third party classes, so this is an
area which must be optimized either by rewriting the classes to improve perfor-
mance or by comparison with other classes for similar functions. The generator
reactive power control on the larger networks also accounts for some of the addi-
tional processing time. The relationship between the timing and size of the network
may be derived by carrying out further investigations with more network sizes
between the extremes.

The memory usage is relevant in cases where an application is hosted on a cloud
computing platform which includes billing according to memory usage. It is also
noteworthy that the memory allocation is constant for every step even in separate
requests. In applications where there are multiple requests made to the server for
computation, both parameters will be preferred to below.

From the results the smaller networks require the most memory for reading the
network data into memory. As the size of the networks increase, the higher memory
requirement comes from the matrix operations. The vector operations memory
consumption remains relatively low and scales well between the network sizes.

The additional time and memory consumption from the matrix operations as the
network size increases is not surprising as the matrix size does increase by up to a
square with each successive dimension (2 × 2, 3 × 3, 4 × 4, …). Rewriting the
matrix operations class with this performance improvement objective in mind or
developing a PHP extension for specifically for matrix operations are some possible
ways to improve the performance.

Fig. 6 Server memory allocation for functions (in kB)
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The computation speed may be improved in a number of ways without changing
the structure of the code or the server machine specifications. Among the options
available are changing the web server application because factors such as the
transfer rate, average request time, requests handled per second and wait time for
response, some of which affect the latency, vary for different web servers including
Apache [45] and NginX [32] (pronounced “Engine Ex”). A virtual machine such as
Hip-Hop Virtual Machine HHVM [28, 29] also improves PHP performance sig-
nificantly and is increasingly being used on web application servers.

One of the advantages of an open source solution such as PHP is that a lot of
third party applications exist to provide functionality or improvements that are not
included in the PHP core.

Furthermore, PHP comes with shell execution functions [46, 47] which are the
functions used to execute programs running on a separate simulation engine in a
3-tier framework. These functions can be triggered as a fall-back mechanism or to
provide functions too complex to be derived in PHP, thereby taking advantage of its
versatility.

5 Conclusion

This chapter has shown that PHP is capable of being used as a simulation engine for
web-based power systems analysis and not only for results delivery from other
simulation engines written in other languages, which is how web programming
languages are being used currently. The methodology described the fundamental
components that will be required to achieve the analysis and a modular structure for
a PHP application to carry out power flow analysis using the Newton-Raphson
method.

The main reason for using PHP is that it creates a new option for programming
power systems simulators and in doing so creates a thinner application with fewer
resource requirements, fewer points of possible failure, high compatibility and
suitability for web applications and versatility. This is not to say PHP is the best
solution for web-based power systems analysis, but that it is a suitable and available
option.

The use of a new programming language and method to deliver solutions which
are already implemented in other programming languages and methods may not be
associated with any major benefits when viewed in terms of the final outcomes for
the same problems. However, the possible benefits to be derived reside in the
smaller details involved in the process between the problem and the solution.

The new methodology provides another viable programming option for
obtaining power systems solutions which researchers and engineers will find useful
in their applications, and the minor advantages derived and slight changes in the
process can scale up significantly to result in major benefits and perhaps a paradigm
shift in how power systems simulation is approached.
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Abstract Current paper deals with three main issues, regarding the operation of the
electric power systems in the presence of distributed generation. The first issue
regards the assessment of the main continuity of supply parameters, such as fre-
quency of interruptions, duration of interruption, power not served and energy no
served. This issues are the base guidelines for the network system operators’
decision of building new distributed generation capacities which might be able to
mitigate the electric network loss of operation. The second issue addressed was the
consume variability of the various low-voltage consumers. This particularity, in
conjunction with the sheer number of consumers leads to the creation of serious
unbalance for the daily curve. This means that if the network system operator
cannot contain the load variability, it must buy energy from intraday energy market,
with a price decisively higher than the one of the reserved capacity. This issue leads
to a two-fold necessity: implementing a better know-how system in order to better
contain the customers load fluctuation and the necessity of distributed generation
implementation, in order to help load shedding. The third issue regards general
technical aspects with respect to the electrical distribution systems operation in the
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1 Introduction

Current transition of the current electric power system to the future smart grid is
generating a turmoil of changes in the electric systems. These changes range from
the electric network design, construction, analysis, operation and maintenance. The
main driver of change is the ever-growing presence of distributed generation in the
electric distribution systems. This situation lead to some unexpected results, such as
increasing pressure on distribution systems operators to improve their services by
assessing their interruption indexes, buying energy from intraday electricity markets
to cover losses and turning their operation to a more business-orientated one. These
three main topics were addressed in this analysis as a single framework, due to the
fact that they are the causes that affects as a whole the electric distribution systems
performance.

The first section is addressing the electricity distribution systems reliability
indices such as frequency and duration of interruptions, power and energy not
supplied. This was performed by evaluating the probability density functions
(PDFs) of the of a set reliability indices. By considering the number of occurrences
and duration of the interruptions as random variables (RVs), the indices become
RVs and were evaluated through analytical expressions for computing their
expected values and variances and with the Monte Carlo method in order to obtain
the PDFs.

The second section deals with the evolution of the DSOs on the electricity
market realm, where electricity suppliers need to have information on their cus-
tomers’ electricity consumption evolution in order to buy sufficient energy from the
wholesale market to cover the hourly consumption at negotiated prices and average
periods. This part proves to be particular sensitive, due to the fact that DSOs
networks behaviour changes drastically, in terms of technical losses, proportionally
with the presence of dispersed generation capacity into traditional electricity grid.

In the absence of such information, the service provider will be obliged to
purchase the electricity wholesale market. The quantities of purchased energy may
be smaller than its customer’s needs—in which case, the deficit will be covered by
purchasing the missing quantities in the market for next day or balancing market at
higher prices. Where the supplier will buy power on the wholesale market more
energy than is necessary for the customer, will be forced to sell the surplus, bal-
ancing market at a price lower than that with which the energy was purchased.
Therefore, this material contains an analysis of three different customers for which
DSO must refine its analysis, in order to supply with the exact amount of energy, in
order to mitigate the eventual energy-level mismatches and subsequent financial
losses.

The last part of the current framework shows small and medium-scale distri-
bution generation systems as profitable solutions emerging for supplying the cus-
tomers’ loads in a de-centralized way. The necessity of reducing the high pollution
produced by classical generation systems, the raising level of technological
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solutions available and, especially, an explicit trend—in several countries—towards
strong incentives for using renewable sources are among the main reasons
explaining the success of the so-called distributed or dispersed generation.

2 Evaluation of the Probability Distributions of Reliability
Indices in Electricity Distribution Systems Using Monte
Carlo Simulation

For a distribution system with K load points, the reliability analysis takes into
account two types of indices (local and global) [1]:

Local indices: are defined for each load point k = 1,…,K, and are calculated
considering the frequency and duration of the states in which the point k is not
supplied. Assuming the power Pk to be delivered to the point k during normal
operation, the following local indices [2] are defined:

1. fk—frequency of the interruptions;
2. dk—duration of the interruptions;
3. PkNS = fkPk—power not supplied;
4. EkNS = dkPk—energy not supplied;
5. dkNS = dk/fk—average duration of the interruptions.

Global indices: are defined for the whole electrical network, representing the
overall system reliability [2]:

System Average Interruption Frequency IndexSAIFI = ð1Þ

System Average Interruption Duration IndexSAIDI = ð2Þ

Customer Average Interruption Duration IndexCAIDI = ð3Þ

The aim of this section is to introduce methods for calculating the analytical
expressions of expected value and variance of the reliability indices, their PDFs and
Cumulative Distribution Functions (CDFs).

For a better understanding of the purpose of the system analysis, we consider
several parameters some of which are constant and deterministic (load power), or
constant but associated to an exponential distribution (failure rate) or probabilistic,
as RVs, as shown in Table 1.

Table 1 Nature of the
distribution system variables

Constant Probabilistic

Load power (P) ×

Failure rate (λ) ×

Restoration time (τ) ×

Number of occurrences of fault
(n)

×
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Also, we consider the distribution system with K load points during a given time
interval [0,T]. We introduce a set Θ of the faults occurring in the distribution system
and the sets Φk of the faults for which load point k is not supplied, for k = 1,…,K.
A fault f Θ may require different phases of fault diagnosis and system restoration.
Three types of faults are considered:

1. faults at the supply nodes, concerning the high voltage (HV) system, with a
single restoration phase, due to the operations occurring on the HV system;

2. temporary faults in the distribution system, with trip of the circuit breaker,
successful re-closure and final normal operation, again with single restoration
phase;

3. permanent faults, requiring three different restoration phases after the trip of the
circuit breaker:

(a) remote—controlled operations, driven from the control center, to isolate the
fault and restore the operation in the non-faulted part of the system;

(b) additional manual operations, performed by the maintenance operators to
isolate the fault and restore the operation in the non-faulted part of the
system;

(c) on-site repair of the fault and final service restoration.

We assume that faults are independent random events, with negligible proba-
bility of simultaneous faults.

1. The number of occurrences of a fault in a specified time interval is represented
by the random value (RV) n, with Poisson distribution:

Pr nf ¼ Nf
� � ¼ kf T

� �Nf

Nf !
e�kf T ð4Þ

where:

• λf is the failure rate;
• T is the length of the period of analysis;
• Nf represents a deterministic number of occurrences of fault f.

2. The multi-phase service restoration is assumed to have a random restoration
time for each phase, independent of the fault and of the restoration phase of the
same fault. The RV τ is used to represent the restoration time.

Normally, we don’t know a priori which is the type of distribution that emulates
the behaviour of this RV. Generally speaking, there is a multitude of distribution
functions which are used in calculation of τ. They are divided into two parts:
one-parameter distribution functions and two-parameters distribution functions.
Some other examples are shown in Table 2. The exponential PDF is sometimes
used for its simplicity, but the Gamma distribution has been proven to be better to
represent the real behaviour of the restoration times.
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2.1 Reliability Indices

For calculating the reliability indices, it is essential to know the PDF of τ, because
we must utilize the convolution without constraints. This boundary restrains the
freedom of choosing PDFs, in particularly at Normal (Gaussian) and Gamma (only
if they have the same scale factor).

2.1.1 Definition of the Reliability Indices

In this work, we consider the following reliability indices, defined for the time
interval [0,T] [3]:

• The total duration of the interruptions, represented by the RVs dk at load point
k and d for the whole system;

Table 2 Array of most utilized PDFs for calculating τ

Function Formula Notes Advantages

One
parameter
distribution
functions

Exponential f ðxÞ ¼ ke�kx Have limits for
reality
representation,
due to its single
parameter

Easy to
calculate

Rayleigh f ðxÞ ¼ 2t
a2 e

�t2=a2ð Þ Must pay
attention to
negative values
when the
variable makes
sense only for
positive values

Normal
(Gaussian)

f ðxÞ ¼ 1
r
ffiffiffiffi
2p

p e� x�gð Þ2=2r2 The calculation
of the
parameters is
iterative
(assuming that
mean value and
variance are
known)

Two
parameters
distribution
functions

Weibull f ðxÞ ¼ btb�1

ab e � t=að Þb½ � Very flexible They
characterize
exhaustively
the real
representation

Gamma f ðxÞ ¼ cbxb�1e�cx

CðbÞ It is very easy to
calculate (from
known mean
value and
variance)

Lognormal f ðxÞ ¼ 1
x e

� ln2 x=2 Very flexible

Integration of Dispersed Power Generation 31



• The total energy not supplied, represented by the RVs wk at load point k and
w for the whole system;

• The Frequency of fault occurrence fk;
• The Power not supplied (PNS).

We also assume that the power delivered to load point k to be Pk during normal
operation. For k = 1,…,K, the classical reliability indices are then expressed in
terms of the expected values of the RVs dk and wk. For the local indices, we
consider the expected value E{dk} of the duration of the interruptions and the
expected value E{wk} = Ck E{dk} of the energy not supplied to load point k. The
probability of the event “load point k is not supplied at a generic instant” is given by
E{dk}/T. Global indices, which depend on the whole network can be build by
computing a weighted average of the load point indices, using as weights the
numbers of customers or the power supplied to the load points in normal conditions.

2.1.2 Expected Value of the Interruption Duration at Load Point K

The occurrence of a fault leads to a sequence of mutually exclusive fault states.
Each fault state corresponds to a restoration phase, with remote-controlled or
manual operations performed for restoring the service. By neglecting the simulta-
neous faults, it is possible to compute the duration of the service interruption during
the restoration phases for any load point. We assume the service restoration after a
fault f2 H to include a number φf of independent restoration phases.

The expected value E{dk} of the duration of the service interruption during the
restoration phases at load point k is computed by considering all the restoration
phases in which load point k is not supplied. We introduce the binary variable

dðmÞkf ¼ 1 if load point k is not supplied in the phase m of service restoration after the

fault f2 H, otherwise dðmÞkf ¼ 0 [3]. Assuming a negligible probability of simulta-
neous faults, in the restoration phase m = 1,…,φf after fault f2 H with failure rate

λf, corresponding to the restoration time sðmÞf , the expected value of the duration of
the interruption is

Efdkg ¼
X
f2H

X/f

m¼1

kfE sðmÞf

n o
dðmÞkf ð5Þ

In the presence of permanent faults with multi-phase restoration, it is convenient
to evaluate, for each fault f2 H and for all the load points k = 1,…,K, the binary

variable dðmÞkf introduced by the fault, for m = 1,…,φf. For each fault at a supply

node, with a single restoration phase (φf = 1), the variable dð1Þkf is equal to unity for
the load points fed by the faulted supply node, zero otherwise. For each temporary
fault, the trip of the circuit breaker isolates all the load points fed by the faulted
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branch, there is again a single restoration phase (φf = 1) and the variable dð1Þkf is
equal to unity for the load point fed by the faulted branch, zero otherwise. For each

permanent fault, with three restoration phases (m = 1, 2, 3), the value of dðmÞkf

depends on the restoration phase:

• in the first phase, dð1Þkf ¼ 1 if load point k is not supplied after the trip of the

circuit breaker, otherwise dð1Þkf ¼ 0;

• in the second phase, dð2Þkf ¼ 1 if load point k is not supplied after the

remote-controlled operations, otherwise dð2Þkf ¼ 0;

• in the third phase, dð3Þkf ¼ 1 if load point k is not supplied after the manual

operations, otherwise dð3Þkf ¼ 0.

For any permanent fault, the evaluation of dðmÞkf for m = 2, 3 requires the detailed
simulation of the operators performed to isolate the fault and to restore service. For
this reason, we choose the backward/forward sweep analysis method (which will be
presented in the next section).

2.2 Distribution System Structure and Analysis

For performing calculations as close as possible to the reality, we thought to
generate a radial electrical distribution network which includes all the elements
existing in a real electrical distribution network:

• Circuit breakers;
• Disconnects:
• Remotely commanded;
• Manually commanded
• Loads
• Branches (lines or transformers)

The design of the network structure was thought to be stratified into layers to
simplify its numerical treatment and to facilitate the application of various calcu-
lation iterations.

2.2.1 Network Structure and Definitions

Let us consider a radial network with n + 1 nodes fed at constant voltage at the root
node (node 0) as in Fig. 1. For each i-th node, let us define path(i) as the ordered list
of the nodes encountered starting from the root (not included in the list) and moving
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Fig. 1 The representation of the tested electrical network (ETAP 12.5)
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to its i-th node [4]. Furthermore, each node belongs to a layer [5], which represents
the position of the node in the network.

The following criterion is assumed for node and line numbering:

• The nodes are numbered sequentially in ascending order proceeding from layer
to layer (Fig. 1), in such a way that any path from the root node to a terminal
node encounters node numbers in ascending order;

• Each branch starts from the sending bus (at the root side) and is identified by the
number of its (unique) ending bus.

2.2.2 Extracting L and Γ Matrices Out of the Test-Network

The above numbering leads to a particularly convenient system representation, in
which both the node-to-branch incidence matrix L 2 Nn;n (root node not included)
and its inverse C ¼ L 2 Nn;n are lower triangular. Assuming for each branch a
conventional value +1 for the sending bus and –1 for the ending bus, the generic
component lij of the matrix L is

lij ¼
�1 if i ¼ j
1 if j ¼ sending busðbranch iÞ
0 otherwise

8<
: ð6Þ

while the generic component γij of the matrix Γ is

cij ¼ �1 if j path ið Þ
0 otherwise

�
ð7Þ

In the j-th column of the matrix L, the rows with non-zero terms correspond to
the branches having the j-th node as sending bus. In the j-th column of the matrix Γ,
the rows with non-zero terms correspond to the nodes belonging to the branches
derived from the j-th node. In the absence of mutual coupling between branches, it
is possible to build the matrix Γ directly by visual inspection, without inverting the
matrix L. The present calculation technique used largely Matlab’s mathematical
power. It was intended to develop a program which could include a complete view
over an electrical network and calculate its different reliability indices.

So, it was implemented an algorithm which identifies a network and its mutually
coupling between branches (L matrix) and further on, identifies the Γ matrix [4]. Its
next attribute is to compute the power not supplied for temporary faults at each

branch by varying m from dðmÞkf (see Table 3). So, for m = 2 the program calculates
the PNS after completing all the remote-controlled operations to restore the network;
for m = 3, the program calculates the PNS after completing all the remote and
manual operations due to restore the network.
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The results of these two iterations are used afterwards to compute the wk for the
branches affected by the fault. The advantage of this approach of the electrical
network is that it gives a greater elasticity in formulating different scenarios of
faulted branches.

2.3 Application of the Monte Carlo Method

2.3.1 General Hypotheses

Monte Carlo Methods (MCM) consist in experimental simulation of mathematical
problems for which random numbers are used for discovering the solution.

In reliability calculations of electrical distribution networks, both analytical and
simulation techniques are used. The analytical techniques are mathematical rigorous
and are used to find expected value and variance. These are valuable indices for the
system, but they are insufficient into give a complete view of the resulting PDF.

In our test network, the point of interest is constituted by reliability indices. It is
well known the fact that MCM is a so called “blind method”, which means that it
has no “a priori” instrument to guide itself through the iterations for reaching an
outcome. The most effective approach is to generate a random variable using a
suitable probability density function that could emulate the development of the
process.

Table 3 Evaluation of possible fault types and corresponding load point indices

Type of
fault

φf m dðmÞkf
Explanation

Supply
point

1 1 dð1Þkf
1 Fed by the faulted branch

0 Otherwise

Temporary 1 1 dð1Þkf
1 Fed by the faulted branch

0 Otherwise

3 1 dð1Þkf
1 Load point k is not supplied after the trip of the circuit

breaker

0 Otherwise

Permanent 2 1 Load point k is not supplied after the
remote-controlled operations

0 Otherwise

3 1 Load point k is not supplied after the manual
operations

0 Otherwise
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So, for realizing our tests, we considered that the best type of distribution for our
random numbers should be Poisson, due to the fact that its domain of definition
covers the “rare event probability”, and in our case (reliability indices analysis) the
events (interruptions) are rare. Another motivation for our choice was that a con-
volution made with many discrete Poisson probability distribution functions (PDFs)
has the propriety of keeping a Poisson profile.

2.3.2 The Sequential Monte Carlo Method

The sequential MCM [6–10] has been used to address the reliability indices
computation. Typically, the number of faults involving a single load point is not
very high, so that the load points indices exhibit unusual forms with possible
multi-modal shapes. In these cases, the MCM is particularly used. Therefore, some
load point indices have been computed. Global indices are less interesting for the
MCM method application, since the presence at several load points make these
indices very close to the Normal form.

The program is structured to run in steps, facilitating the interventions required
for any modifications, also providing a better level of understanding of the
algorithm.

Step 1: Read data of the electrical network matrix, composed of sending nodes,
receiving nodes, type of each node (0-rigid; 1-circuit breaker; 2-remote
controlled disconnect; 3-manual controlled disconnect), failure rate (λ) for
each node for temporary faults, λ for each node for permanent faults,
restoration time (τ) for temporary faults and τ for permanent faults; also
the restoration times for Gamma-distributed temporary and permanent
faults (min/year) (shape factor and scale factor) are established; the step
concludes with the initialization of the indices (as permanent failure rate
and temporary failure rate), and the number of years for the analysis (in
our case, 10 years).

Step 2: Initialization of the parameters required for Monte Carlo
(MC) simulations. There are the boundary values which delimit the
acceptable values of MC simulation. Also there are the range of the
classes utilized to realize MC histograms, whose limits are also deter-
mined in function of Power Not Supplied (PNS), for which two a priori
values for each level were chosen and the number of classes inside the
range min-max

Step 3: For a single load point a series of routines are executed to calculate:

• The Power Not Supplied (PNS),
• The Outage Time,
• Number of Interruptions,
• The Energy Not Supplied (ENS)

Step 4: Extraction of the incidence matrix Gamma out of the test-network
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Step 5: An external cycle for MC calculation is generated, composed of the fol-
lowing subroutines:

• Creation of the random temporary fault profile;
• Creation of the random permanent fault profile;
• Another cycle is initialized for computing the reliability indices:

– Location of the temporary faults;
– Computation of PNS TotalInterrTime, NumberInterr, ENS for

temporary faults at each branch;
– Location of the permanent faults;
– Computation of the PNS, TotalInterrTime, NumberInterr, ENS for

permanent faults at each branch,
– Computation of MC histograms for PNS, TotalInterrTime,

NumberInterr and ENS.

The data used in the program was structured, for more convenience, into a
two-dimension array, having number of rows equal with number of nodes of the
test-network and number of columns equal with the number of indices needed for
our iterations. In our case, the columns were formed by: ending nodes (of the
test-network), receiving nodes, type of receiving node (0-rigid; 1-circuit breaker;
2-remote controlled disconnect; 3-manual controlled disconnect), load (in p.u.),
failure rate for each node for temporary faults and failure rate for each node for
permanent faults.

The output of the program looks as a series of histograms as indicated in Figs. 2,
3, 4, 5, 6, 7, 8 and 9.
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In order to further clarify the program output, a table containing principal indices
of the network has been realized. It shows the variables (PNS, Interrupted Time,
Number of Interruptions and ENS), differentiated upon the left (L) and right (R) part
of the test-network (Tables 4, 5 and 6).

• (calculated in 500000 iterations)
• (calculated in 500000 iterations)
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2.4 Mean Value Calculated with Analytical Methods

2.4.1 Number of Interruptions N

Represents the number of times the load point is interrupted, depending on the
interruption occurred in every load point belonging to the side of the network under
the same circuit breaker.
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Efng ¼ kTnbranches ð8Þ

2.4.2 Power not Supplied PNS

Represents the amount of MW not supplied for every interruption at the load point
in the time period under study.
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EfPNSg ¼ kTPnbranches ð9Þ

2.4.3 Interruption Time d

Represents the total duration of interruption of the load point in the time period
under study.

Efdg ¼ kTnbranchesE stf g ð10Þ

Efdg ¼ kTnbranchesE sp
� � ð11Þ
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Table 4 Values for program variables, depending on the positioning on the network (L = Left;
R = Right)

Variable Network side Min Step No of steps

PNS L 10 1.6 25

R 50 2 25

Interruption time L 100 130.2 25

R 100 130.2 25

Number of interruptions L 0 4.18 25

R 0 4.18 25

ENS L 0 110 25

R 0 220 25
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where E{τp} = αp βp and E{τt} = αt βt due to the fact that we used a Gamma
distribution with parameters (αt, βt) for the restoration time after temporary inter-
ruptions and (αp, βp) for the restoration time after permanent interruptions.

2.4.4 Interruption Time d

EfENSg ¼ kTnbranchesE stf g ð12Þ

EfENSg ¼ kTnbranchesE sp
� � ð13Þ

Table 7 shows that for the analysis performed upon the test-system, some dis-
crepancies occur between the values obtained with 50000 extractions and 500000
extractions. These differences depend on the number of permanent faults occurred
during the reliability simulation in the time period under study. Bolded parameters
correspond to the biggest values for each parameter (column).

3 Role of Statistical Profiling for Energy Markets. Load
Profiles Definition for Electricity Market

3.1 Operational and Functional Requirements for Accurate
Load Profiling—Analytical Assessment

Average daily consumption which is scheduled by using weights specified in a table
which contains data relating to consumer profile (differentiated for working day and
non-working day) is defined from the following relations:

Table 5 Results of Monte Carlo simulation of the test-network with Matlab program

Variable Network
side

5000 iterations 500 iterations

Expected
Value

Variance Standard
deviation

Expected
Value

Variance Standard
deviation

Number of
interruptions

L 27.7 630 25.1 23.3 437 20.9

R 77.1 4941 70.3 72.8 4563 67.5

Interruption
time (min)

L 664.9 664910 815.4 741.9 769965 877.4

R 1136.1 1389866 1178.9 1131.5 1312599 1145.6

PNS
(p.u.MW)

L 25.6 629 25.1 27.1 712 26.7

R 71.1 4770 69.1 126.8 4268 65.3

ENS
(p.u.MW h)

L 575.1 472067 687.1 569.5 7916910 2813.7

R 1169.3 1525242 1235.1 1316.7 2480102 1574.8
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3.1.1 Monthly Energy Aggregation

For an average month, some using the data presented in a table that contains the
results of the measurements of energy for all hourly intervals (curves, as the average
consumer used to establish the data measured consumer profile):

�QWD ¼ qWD � NZD ð14Þ
�QNWD ¼ qNWD � NNWD ð15Þ

Table 7 Values for program variables, depending on the positioning on the network

Extractions Psel PswU PswD PNS NIN TINT ENS

50000 0.95 0.9 0.9 9 3 10.248 40.160

6 6 17.250 50.716

0.05 0.9 0.9 6 6 95.884 0.038

10.5 3 8.004 0.002

0.95 0.05 0.9 4 6 19.390 75.985

14 4 14.264 75.985

0.95 0.9 0.05 12 6 99.096 0.039
4.5 3 15.302 0.004

0.95 0.05 0.05 10 5 48.672 190.731

7.5 5 56.240 165.292

0.05 0.05 0.9 0 3 22.797 89.336

10.5 3 22.797 67.002

0.05 0.05 0.05 12 11 67.679 0.027

17.5 5 48.690 0.014

500000 0.95 0.05 0.9 16 8 38.011 148.954

3 2 4.829 14.193

0.05 0.9 0.9 0 1 3.939 15.436

3.5 1 3.939 11.577

0.95 0.05 0.9 10 5 16.717 21.403

6 4 10.924 32.105

0.95 0.9 0.05 4 2 5.076 19.891

4.5 3 14.178 19.891

0.95 0.05 0.05 10 5 18.512 82.185

0 0 0.000 0.000

0.05 0.05 0.9 0 5 15.769 61.793

17.5 5 15.769 46.344

0.05 0.05 0.05 14 7 19.755 77.415

7.5 5 62.623 184.051
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�QWD ¼ QWD þQNWD ð16Þ

where:

�QWD = amount of energy distributed on working days for a month, according to
the measured values;

�QNWD = amount of energy distributed in non-working days for a month, according
to the measured values;

qWD = average daily consumption associated with any working days for a
month, according to the values given in the table containing the results of
the measurements of energy for all hourly intervals;

qNWD = average daily consumption associated with any non-working days for a
month, according to the values given in the table containing the results of
the measurements of energy for all hourly intervals;

Q = energy distributed within one month according to measured values
NWD = number of working days in the month;
NNWD = number of non-working days in the month.

3.1.2 Evaluation of Energy Weights

PWD ¼
�QWD

�Q
ð17Þ

PZNL ¼
�QNWD

�Q
ð18Þ

where:
PWD, PNWD is the weight of the energy distributed for one month with respect to

working days/holidays, determined accordingly to the measured values which
underline the consumer profile, according to the table that contains the results of the
measurements of energy for all hourly intervals.

3.1.3 Monthly Energy Calculation

Energy distributed in the settlement month, differentiated according to type of day
(working/nonworking) shall be established according to the following relationship:

�QmonthWD ¼ Qmonth � PWD ð19Þ
�QmonthNWD ¼ Qmonth � PNWD ð20Þ
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�QmonthWD þ �QmonthNWDZNL ¼ Qmonth ð21Þ

where:

Qmonth = the amount of energy distributed in the settlement,

3.1.4 Monthly Calculation of Energy Weights

Daily quantities of energy distributed in paying month must be approved according
to profile schedule (using the weights shown in a table containing data relating to
consumer profile) is determined according to the relationship presented in sequel:

QWD ¼ QmonthWD

NWD
ð22Þ

QNWD ¼ QmonthNWD

NNWD
ð23Þ

3.1.5 Daily/Hourly Energy Calculation

Monthly representation of quantities of energy will be distributed on the basis of the
approved profile on differentiated working days/non-working days, according to the
following relationship:
working day

QhourWD ¼ QWD � c ð24Þ

where:

QhourWD = energy distributed according to a time interval for a working day;
γ = represents the percentage determined for the characteristic profile of

working days, for a given time interval (according to the table containing
data relating to consumer profile)

non-working day

QhourNWD ¼ QNWD � g ð25Þ

where:

QhourNWD = energy distributed according with a time interval for a working day;
η = is the percentage determined for the characteristic profile of working

day, for a given time interval (according to the table containing the data
relating to consumer profile)
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Hourly quantities are expressed in, MWh with 3 decimals, so that the difference
between the amount of energy distributed monthly and the sum of hourly energies
to be less than 1 kWh.

3.2 System Application

The question of determining the load curve profile is very economically-efficient for
small users and for users. Under these circumstances, the establishment of hourly
values of energy associated with a supplier can realize, for each point of con-
sumption for providing hourly consumption by spreading recorded on a calculation
based on a consumer profile (Table 8).

3.2.1 Daily/Hourly Energy Calculation

This illustrates loading profile contributions such as lighting, cooling, ventilation
and other tasks performed throughout the day. Evaluation of total energy con-
sumption in energy will show a rapid increase during the morning because of the
transitional arrangements of the receivers. Once the systems are started, the demand
is relatively constant throughout the day (Fig. 10 and Tables 9 and 10).

Table 8 Types of end-users No User

1 Fuel stations

2 Small businesses without cooling

3 Small businesses with cooling

Fig. 10 Load curves for fuel stations
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3.2.2 Small Businesses Without Cooling

This illustrates loading profile contributions such as lighting, cooling, ventilation
and other tasks performed throughout the day. Evaluation of total energy con-
sumption in energy will show a rapid increase during the morning because of the
transitional arrangements of the receivers. Once the systems are started, the demand
is relatively constant throughout the day (Fig. 11).

3.2.3 Small Businesses with Cooling

Minimum and maximum limits presents a limited variation of about 2 %, which
indicates the uniformity of type SBC users consumption. The load curve flattening

Table 9 Measurements
results

Average consume curve (MWh)

Interval Interval Interval

00:00:00 0.022172 0.0216

01:00:00 0.022233 0.021959

02:00:00 0.022206 0.021763

03:00:00 0.022228 0.022517

04:00:00 0.02201 0.021892

05:00:00 0.020953 0.020771

06:00:00 0.015875 0.016159

07:00:00 0.010996 0.010746

08:00:00 0.009761 0.00953

09:00:00 0.009384 0.009575

10:00:00 0.009638 0.009875

11:00:00 0.009911 0.010075

12:00:00 0.010116 0.010171

13:00:00 0.01013 0.009992

14:00:00 0.01024 0.010242

15:00:00 0.010442 0.01

16:00:00 0.011121 0.010105

17:00:00 0.011998 0.011334

18:00:00 0.012086 0.011996

19:00:00 0.014503 0.01443

20:00:00 0.016751 0.017271

21:00:00 0.02131 0.021321

22:00:00 0.021964 0.022321

23:00:00 0.021949 0.022325

QWD 0.369977
QNWD 0.367971
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Table 10 Data for fuel
stations (hourly weights of
energy consume)

Consume profile

Mean WD (%) Mean NWD (%)

00:00:00 5.992922 5.87012

01:00:00 6.009401 5.967501

02:00:00 6.002037 5.914281

03:00:00 6.007807 6.119338

04:00:00 5.948917 5.949384

05:00:00 5.663411 5.644785

06:00:00 4.290759 4.391289

07:00:00 2.972176 2.920385

08:00:00 2.638239 2.589743

09:00:00 2.536494 2.602199

10:00:00 2.605032 2.683727

11:00:00 2.678725 2.738079

12:00:00 2.734215 2.764123

13:00:00 2.737945 2.715432

14:00:00 2.767672 2.783372

15:00:00 2.822449 2.717697

16:00:00 3.005845 2.746005

17:00:00 3.24298 3.080044

18:00:00 3.266598 3.260086

19:00:00 3.91999 3.92137

20:00:00 4.527673 4.693623

21:00:00 5.759701 5.794254

22:00:00 5.936602 6.066014

23:00:00 5.932409 6.067147

Fig. 11 Load curves for SBwC (WD and NWD)
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we can say that it has a high value which indicates that in the case of SBC have a
flat load curve (Fig. 12).

4 Operation of Distribution Systems with Dispersed
Generation

4.1 Operational Aspects of Voltage Control

An evident effect of the introduction of DG sources in the distribution system is to
increase the voltage profile along the feeders. If the total power provided by the
local generators does not exceed the local load, the effect is limited to reducing the
currents injected in the local nodes by the distribution systems, with the beneficial
effects of reduce losses and increase the voltage profile, without leading to unac-
ceptable voltage values. In this case, the possible contribution of switchable nodal
capacitors located in the distribution systems should be coordinated with the real
needs of reactive power support for voltage profile improvement.

For the customers that have implemented smart metering devices [11–46] (which
can record consumption at different time intervals, memorize the values and
remotely transmit the information), this consumption variation is known [47–52].
For customers that have not installed such intelligent devices, it requires a method
by which the total electricity consumption over a period of time to be assigned to
time slots [53–56].

Typically, the issue of the load curve profile determination is posed for small
users and for users. In their case, the installation of meters with registration of
hourly electricity consumption is economically unjustified [57, 58].

Fig. 12 Load curves for SBC (WD and NWD)
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The integration and development of local resources, owned and managed by
different subjects, requires a strong effort for revising the current operation practices
of the distribution systems [59–61]. In fact, well-known properties of traditional
distribution systems, such as operation with radial configuration with a single
generator in the root node, and the subsequent unidirectionality of real power flows
and typical decreasing voltage profiles along the feeders, are no longer ensured in
the presence of a non-negligible amount of distributed generation. The differences
affecting the system operation are extended to the need for using new or dedicated
algorithms to solve traditionally studied problems such as power flow, voltage
control, fault calculation, reliability and power quality aspects, and so on.

Analyzing the DG impact on the distribution systems requires specifying the
type of network used (Low Voltage—LV, or Medium Voltage—MV, in urban
suburban or rural areas) and the DG technology considered, depending on the
location of the system and on the voltage level. Aggregations of loads and sources
used at a certain voltage level are required to analyze higher voltage levels. A key
aspect is the type of interface between the DG and the network. This can be either a
voltage-controllable synchronous machine/transformer group or an inverter-type
connection or, considering the possibility of operating a portion of the system as a
micro-grid [60], a suitable separation device allowing for re-synchronization
between the separated micro-grid and the distribution system. The impact of the
introduction of DG sources in the distribution system is typically analyzed by using
a parameter called penetration level, expressed as v ¼ cPDG

�
Pmax
L , where PDG is

the total generation installed for the local sources, PL
max is the peak power demand

and γ is the capacity factor, depending on the characteristics of the technologies
used [61].

The last section of the paper provides a detailed discussion of the key aspects
concerning the integration of local generations into the distribution systems. The
focus is on voltage control and its impact on voltage profile and distribution system
losses. Faults, dynamics and power quality issues are not included due to space
limitations, while network islanding and reliability issues are addressed in [62].
Results showing the impact of the local generation on voltage control and losses are
shown for examples on the real MV distribution system, operating in a rural area. In
particular, cogeneration sources were positioned in the nodes requiring a relatively
large amount of power, while groups of photovoltaic generators were located in
every node.

When the amount of local generation exceeds the local load, the local sources
supply part of the distribution system load. In this case, there are branches in which
the current flow is inverted, leading to a voltage increase at the branch terminal far
from the HV/MV substation (the root node). The subsequent increase of the voltage
profile may lead to unacceptable voltages at some nodes [59, 60, 63]. The above
problem is related to voltage-uncontrollable local sources. In some cases,
voltage-controllable DG sources are used, typically consisting in synchronous
machines interfaced with the distribution system with a local transformer. These
sources can give a contribution to the overall voltage control of the distribution
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system, by imposing a proper set-up voltage. However, this contribution is limited
to the range in which the reactive power of the generator lies within its lower and
upper bounds.

The voltage set point of the local generators interacts with the centralized voltage
control at the HV/MV substation [64, 65]. Traditional methods for supporting the
voltage profile in radial distribution systems include the use of under-load tap
changers (ULTCs) in the HV/MV substation transformer, driven by line drop
compensation (LDC), switchable capacitors at the MV node of the HV/MV sub-
station or at some nodes of the distribution system. The recent introduction of local
DG sources, generally owned and operated independently of the centralized voltage
control, is leading to an increasing difficulty in performing voltage control, since the
local sources are out of the control of the centralized control. Studies have been
carried out for evaluating suitable techniques to modify the existing centralized
voltage regulation at the HV/MV substation transformer [66–70]. The results
obtained indicate that voltage monitoring at various nodes of the distribution system
is required in order to take into account the variability of the voltage profile along
the feeders. However, in the presence of a large penetration of DG sources, mon-
itoring should be extended to a large number of nodes, in order to represent the
effect of several scattered local sources on the voltage profile variation.

In urban distribution systems, the possibility of voltage control through DG
sources is almost negligible, since distribution lines are relatively short and the
contribution of the HV/MV substations prevails over the one of the local DG
sources. For extra-urban or rural systems, some voltage control may be given by
voltage-controllable local generators, depending on their size and reactive power
limits.

In order to study the possible voltage control provided by the local generator, the
Q-V characteristics of the generator (including the reactive power limits) and of the
external system (including the local transformer) are compared. Let’s consider an
operating condition in which the specified real power of the local generator is PG.
The local transformer has transformation ratio tT and the series impedance
ZT = RT + j XT located at the local generator side, as shown in Fig. 3. Assuming the
voltage magnitude VL at the network side as a parameter, the reactive power output
QG of the generator depends on voltage magnitude VG at the generator terminals
according to the nearly linear external characteristic

QG ¼ XTV2
G

Z2
T

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
GV

2
L

t2TZ
2
T
� P2

G � V4
GR

2
T

Z4
T

þ 2
V2
GRT

Z2
T

PG

s
ð26Þ

The external characteristics correspond to the dashed lines in Fig. 14. In order to
identify the possible operating points for the generator, the reactive power/voltage
curve of the generator is superposed to the external characteristic. Figure 14 shows
that the generator is able to operate in the voltage support mode (PV node model)
until its reactive power limits are reached. This corresponds to guarantee voltage
support for a limited range of voltage magnitude values at the network side, while
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in the other operating conditions the generator operates with reactive power gen-
eration fixed at the maximum (or minimum) value and as such is no longer able to
provide voltage support to the network (Fig. 13).

5 Conclusions

The increasing penetration of dispersed generation into the electricity distribution
systems calls for revisiting the operation practices and the related analysis tools. In
this framework, some key aspects have been analyzed, concerning voltage control,
voltage profiles and losses. These topics showed a particular interest from the point
of view of electricity grid evolution towards smart grid.

The approach of this section was to gather and analyze a collection of topics and
phenomena, which are depicting apparent eclectic parameters of electric distribu-
tion systems, but which are among the most sensitive issues for the utilities and
customers alike, due to their high impact on reliability, continuity of operation and
prices.

For addressing the continuity of supply issue, a sequential MCM has been
implemented to deal with the calculation of the reliability indices. The MCM
method is effective to give not only the expected value and variance, but the whole
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PDF of different reliability indices. The interest for the PDF is due to the possibility
of computing particular information such as the tail probability, which could be
useful for defining additional indicators such as the probability of exceeding a given
value, important for the regulation of competitive electricity markets.

Results obtained on a test distribution system have been successfully compared
to the analytical values of the reliability indices. The permanent faults have a very
long restoration time, failure rate and relatively long restoration time, so that the
values obtained by the MCM method vary according to the number of permanent
faults occurred in the time period under study. This causes the discrepancies
between analytical and simulated mean values.

Also, throughout the whole section, the authors have sought to create frame-
works that can be used later by the beneficiary for mathematical models. In sequel
are listed the obstacles in the face of improving energy distribution activity and the
action required to be taken with a view to the removal of obstacles. The second part
of the material contains a study of the power consumption curves of the electricity
customers in general, with a special focus on three different customers. These
customers are important, and the DSO must refine its analysis in order to supply
with the exact amount of energy, in order to mitigate the eventual energy-level
mismatches and subsequent financial losses.

The electricity prices and operation costs issues were addressed in the second
part of this section, some key objectives were completed, such as definition of the
mathematical model for calculating the hourly energy specific, identification of the
three target groups for users who have developed consumer profiles, definition of
the two types of significant load and assessment of the impact of using consumer
profiles on users.

The analysis performed showed both the possibility of developing an exact
summary of the hourly consumption, and the possible volatility of the customers’
consumption profile, weighted by a set of very volatile state parameters.

The main perils for smart grids development are the lack of investment in
facilities for LV, a significant proportion of the consumers having old installations
with access to conductors. Also, other pitfalls are poor status of the DSO infras-
tructure, namely network areas with great lengths, LV overload, with inadequate
insulation and ageing hardware. Another difficulty is the action to raise awareness
of the extent of the economic agents who work with very low loads.

The action required in order to ease the translation from the current electric
systems to smart grid is the continuance of control actions for faulty consumers of
electrical energy, recovery and restoration system compulsory in secure system.

The objectives of the distributor and of the owner or manager of the local
generator-transformer group are generally different. The distributor aims at main-
taining an acceptable voltage profile, while the local manager is primarily interested
in reducing the internal losses of the local group. Besides being antagonist, these
characteristics are complementary for the electric system operation.

The three issues addressed in this section deserve to be further analysed, in order
to deepen the understanding the overall impact of the DG into the existing
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distribution systems, in order to develop innovative tools for assisting the distri-
bution operators in performing efficient voltage control, suitable loss allocation and
profitable use of DG resources in competitive electricity markets.
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Abstract The current work presents an overview of islanding detection techniques,
highlighting their advantages and disadvantages. Generally, all anti-islanding
techniques detect the absence of utility-controlled generation and stop energy
production. However, when the generation (from PVs) and loads within the island
segment are well balanced—prior to the isolation event—it is difficult to detect the
utility absence. The performed analysis indicates the fact that the islanding detec-
tion is a complicated procedure, which is affected by various parameters (load
matching, quality factor, PV actual generation etc.). The islanding prevention
techniques which are elaborated in this paper are limited to the case where the
island segment belongs to the LV distribution grids, while remote islanding
detection techniques are out of scope. Furthermore, this work presents an overview
of the evaluation of the islanding detection techniques according to IEC 62116 and
IEEE Std. 929-2000 standards. Finally, results from the experimental evaluation of
various islanding detection techniques from different single phase inverters are
presented too.
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1 Introduction

Nowadays renewable energy generation systems are developing rapidly on the way
to meet future global energy demand, while reducing environmental pollution. The
successful application of these systems requires efficient power converter topolo-
gies and also advanced control functions which assure the reliability, the safety and
the power quality of the electrical grids. Although issues such as frequency devi-
ation, voltage fluctuation and harmonic distortion are faced successfully under
steady state operation, some others such as the Islanding detection and prevention
are still pending, especially at LV distribution grids where grid-connected PV
systems are the majority of renewable energy generation systems.

Islanding is the condition in which a portion of an electric power grid, containing
both load and generation, is isolated (either intentionally or not) and continues to
operate [1, 2]. The PV industry, in order to satisfy the apprehensiveness of electric
power providers in case of islanding situations, has developed several islanding
detection and prevention techniques (also called anti-islanding techniques) which
can be divided into local and remote (or communication) techniques. Moreover,
local techniques divided into passive, active and hybrid techniques are also intro-
duced. Remote islanding detection techniques are based on the communication
between the electric power providers and the renewable energy generation systems,
through supervisory control, data acquisition and power-line carrier communication
systems. These techniques may offer high reliability, but actually it is difficult to be
applicable in LV distribution grids with large amount of distributed grid-connected
PV systems, due to the system complexity, while in the meantime they are still very
expensive to be implemented [2–6].

Generally, all anti-islanding techniques detect the absence of utility-controlled
generation and stop energy production. However, when the generation (from PVs)
and loads within the island segment are well balanced -prior to the isolation event-
it is difficult to detect the utility absence; thus, customer and utility equipment can
be damaged, since the generation units (PVs) are no longer under utility voltage and
frequency control, or if the main grid re-closes into the island segment out of
synchronisation. Last but not least there is danger of shock hazard to unsuspecting
utility line-workers since the distribution lines within the island segment are
energised.

Next paragraphs present the afore-mentioned islanding detection and prevention
techniques, their advantages and disadvantages, as well as a test procedure to
evaluate their effectiveness according to IEC 62116. The islanding prevention
techniques which are elaborated in this paper are limited to the case where the
island segment belongs to the LV distribution grids, while remote islanding
detection techniques are out of scope.
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2 Passive Islanding Detection Techniques

Passive islanding detection techniques typically monitor parameters such as voltage
and frequency at the point of common coupling (PCC). The inverter ceases ener-
gising the grid if a remarkable change from normal voltage and frequency values
occurs. The most popular passive techniques are the:

(a) Under/Over Voltage and Frequency (U/O-V&F) monitoring techniques,
(b) Voltage Phase Jump (VPJ), and
(c) Voltage Harmonics Detection (VHD).

Generally, all passive islanding detection techniques do not affect the inverter
output power quality as well as their effectiveness is not affected by the parallel
operation of other inverters [2–7].

2.1 The U/O-V&F Monitoring Technique

Nowadays all grid-connected PV inverters have to be equipped with U/O-V&F
monitoring techniques that cease the PV energy production (even under
utility-controlled generation) if voltage or frequency values at the PCC exceed the
predefined thresholds. For example in Greece the voltage value at PCC (VPCC)
should not exceed more than −20 or +15 % the grid voltage nominal value, while
the frequency should not exceed more than ±0.5 Hz the frequency nominal value.
Taking for granted that the inverter ‘feeds’ the grid with active power under unitary
power factor (only the utility grid feeds the load reactive energy needs), the
operation of U/O-V&F monitoring technique depends on real and reactive power
flow balance at the PCC. In more details, if there is imbalance between the PV
production and the load needs (the utility may feed the load with real or/and
reactive energy), then the VPCC amplitude after the island segment “genesis” will
change due to active energy unbalance and the frequency of the inverter output
current will also change due to reactive energy unbalance (the load resonant fre-
quency does not usually lie near the utility frequency). So the U/O-V&F monitoring
technique detects the changes and prevents the islanding operation. On the other
hand, in cases that active and reactive power balance exists within a network part,
then there will not be any remarkable PCC voltage amplitude or frequency devi-
ation after it is islanded and so the U/O-V&F monitoring technique will fail to
detect the island operation.

Actually, taking into account that the U/O-V&F monitoring technique is acti-
vated only if PCC voltage amplitude and/or frequency take values outside the
predefined thresholds, this implies that the afore-mentioned techniques will not
detect any island operation for resistive load changes between 114 and 90 % of the
pre-island segment “genesis” resistive load value (for the case of Greek utility
voltage trip values). This load range is shown in Fig. 1 and is also called
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Non-Detection Zone (NDZ) for active energy unbalance and it varies according to
each Distribution Operator thresholds. An additional NDZ for reactive energy
unbalance can be also defined by using the appropriate reactive load equations.
Nevertheless, the existence of a wide NDZ area makes U/O-V&F monitoring
techniques to be considered as insufficient ones [2–7], although they can be easily
implemented by software routines and so they are less expensive. It is worth
mentioning that this situation worsens in cases where the Distribution Operation
includes a Fault Ride Through scheme and/or Auxiliary Services (Voltage Support)
for the interconnected PV systems—making so islanding detection much more
complicated.

Last but not least, some others similar anti-islanding techniques [6] are based on
the monitoring of the:

(a) Output power change (dPinv/dt),
(b) Frequency change (df/dt), also known as the ROCOF method, and
(c) Ratio of frequency change over power (df/dPinv),

where “Pinv” is the inverter output power and “t” is a certain duration of time
(depending on the electric grid inertia).

2.2 Τhe Voltage Phase Jump (VPJ) Monitoring Technique

Τhe Voltage Phase Jump (VPJ) technique monitors the phase angle between the
inverter output current and voltage waveforms at the point of common coupling,
seeking for an unexpected phase jump; the grid-connected PV systems operate with

Fig. 1 Non-Detection Zone
(NDZ) presentation
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current-source or voltage source current control inverters which synchronise their
output current with the utility voltage by using zero crossing techniques and
phase-locked loops (in order to detect either the VPCC rising or falling to zero
value). Thus, the inverter output current follows a fixed waveform between two
consecutive PCC voltage zero crossings. Consequently, an instant after the island
segment “genesis”, the PCC voltage will not be under utility-control and so a
sudden phase jump between the PCC current and voltage waveforms will be
established. At the following PCC voltage zero crossing, if the phase divergence is
higher than a predefined threshold value, the VPJ technique will command the
inverter to cease energising the grid. The threshold values are difficult to be defined
either if the inverter is allowed to operate under non-unitary power factor, or if
among the local loads there are significant motor loads which may cause transient
phase jumps (e.g. during start up). Due to the afore-mentioned thresholds there is
also a Non-Detection Zone for this type of monitoring techniques. Similar islanding
detection techniques can be found in literature either as Power Factor Detection, or
Transient Phase Detection techniques [2–7].

2.3 Τhe Voltage Harmonics Detection (VHD) Monitoring
Technique

Τhe Voltage Harmonics Detection (VHD) technique measures the voltage Total
Harmonic Distortion (VTHD) at the point of common coupling and compares its
THDV value with a predefined threshold value. Before the utility disconnection the
THDV value is almost negligible, due to the presence of the strong distribution
network; after the island segment “genesis” the inverter output current harmonics
are feeding the load (which impedance is usually higher than the grid one) and so
voltage harmonics are produced [8]. For example, the grid-connected PV inverters
limit their output current THDI value below 5 % at full rated power (although
higher THDI values emerge under partial generation conditions). So, the absence of
the utility grid causes at least an equivalent for the case of pure resistive loads. The
generated voltage harmonics or the THDV value changes are detected by the VHD
technique and so the inverter ceases energising the islanded segment.
Unfortunately, the structure of the island segment (it is usually modelled as a
parallel RLC circuit) may lead at lower THDV values, depending on the quality
factor (QF) of the equivalent circuit. Thus, the appropriate selection of the trip
threshold for successful islanding detection is difficult to be defined. Additionally,
for non-linear loads, the THDV value may become too high causing faulty island
detection under the electric power grid presence, while for linear loads (under island
operation) the THDV value may become too low to be detected, especially for
modern PV inverters with very low THDI. Similar islanding detection techniques
can be found in the literature as Current Harmonics Detection techniques, while
some of them measure only the third and the fifth current or voltage harmonics
[2–7, 9].
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3 Active Islanding Detection Techniques

Active islanding detection techniques are sensing the absence of utility-controlled
generation by causing small scale intentional disturbances at the PCC and moni-
toring the network response. If a small perturbation is able distract grid operation
from its normal conditions, the inverter ceases energising the grid. Active islanding
detection techniques usually contain an active circuit that forces voltage, frequency
or network impedance change, through positive feedback control perturbation
techniques. Generally, the active techniques reduce remarkably (or even eliminate)
the Non-Detection Zone. However, they may produce serious deterioration of the
power quality or even cause instability problems. The most popular active tech-
niques are the:

(a) Impedance Measurement,
(b) Impedance Detection at Specific Frequency (IDSF),
(c) Slip-mode Frequency Shift (SMFS),
(d) Active Frequency Drift (AFD),
(e) Sandia Frequency Shift (SFS), and
(f) Sandia Voltage Shift (SVS).

3.1 Impedance Measurement Monitoring Technique

Τhe Impedance Measurement technique imposes variations at the inverter output
current waveform (either at the amplitude, the phase angle or the frequency) and
detects any impedance deviations at the inverter output stage. Thus, this technique
is known as Output Variation, and Current Notching, as well as Power Shift
technique. The current perturbation is usually performed through amplitude vari-
ation and the corresponding voltage perturbation depends on the utility impedance
(which is supposed to be very small under grid-tied operation) and the power
nominal values. If the electric power grid is disconnected, a remarkable change in
PCC voltage rms value will happen due to the island segment higher impedance.
The grid impedance deviations are monitored by calculating the ratio dVPCC/dIinv,
where “Iinv” is the inverter rms output current. Moreover, by considering the
Distribution Operator allowable voltage threshold values, it is obvious that the
minimum current amplitude deviation has to be equal to the U/O-V monitoring
technique full window size for successful island detection. For example in Greece
the minimum current amplitude deviation has to be higher than 35 %.

The effectiveness of the Impedance Measurement technique decreases in case of
parallel operation of many inverters—unless all inverters’ output current pertur-
bation are synchronised—as well on high-impedance (weak) grids. Moreover, in
order to sense the utility disconnection, it is necessary to pre-estimate the utility
impedance and use it as a threshold value. Last but not least, this islanding detection
technique may cause grid voltage flicker and stability issues [2–7, 9].
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3.2 The Impedance Detection at a Specific Frequency
(IDSF) Monitoring Technique

The Impedance Detection at a Specific Frequency (IDSF) technique relies on the
same operation principals with the VHD technique and so it is characterised by the
same general advantages and disadvantages. Its main difference is that a specific
current harmonic component is intentionally injected by the inverter to the PCC and
the generated voltage harmonic value is measured. Considering that the grid
impedance at the specific harmonic order is significantly lower than the islanded
segment one, the amplitude of the generated voltage harmonic component depends
on the presence of the utility grid as well as of the island segment impedance at the
specific harmonic order. The effectiveness of the IDSF technique increases if the
inverter injects to the grid a sub-harmonic current component instead of a high
order one. However, if the sub-harmonic component amplitude has to remain very
limited in order to avoid saturation issues to the distribution transformers [2–7].

3.3 The Slip-Mode Frequency Shift (SMFS) Monitoring
Technique

Although the grid connected PV systems feed the electrical grid under (almost)
unitary power factor, the Slip-mode Frequency Shift (SMFS) technique forces the
phase angle between the inverter output current and the PCC voltage to change as a
function of the PCC frequency, while a positive feedback technique is used in order
to destabilise the PV system operation even under well balanced island conditions.
The equation which describes the connection between the phase angle and the PCC
frequency is given is [6]. The inverter phase angle response curve is chosen in such
a way so that the inverter phase angle increases faster than the load phase angle. An
instant before the island segment “genesis” the electric power grid provides a stable
frequency reference, leading so to a stable phase angle value (between the inverter
output current and the PCC voltage phasors) which cannot affect the electrical grid
frequency. On the other hand, after the island segment formation, the positive
feedback will force the new operation point to become outside the U/O-F protection
threshold values and so the inverter ceases energising the grid island segment.
Moreover, according to the specific anti-islanding technique reasoning, a small PV
output power quality degradation is inevitable, as well as transient phenomena are
possible to emerge at electrical grids with high PV penetration level and inverters
with high gain positive feedback loops. Moreover, the positive feedback loop
causes problems in case of noise at the reference waveform. Contrariwise, the
effectiveness of the SMFS technique is not affected in case of parallel operation of
many inverters [2–7, 9].
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3.4 The Active Frequency Drift Monitoring Technique

According to the Active Frequency Drift technique, a time interval with zero
inverter output current is imposed at the end of each utility half-cycle, aiming to
cause deviations at the electrical grid frequency. If the above current waveform is
applied to an island segment with pure resistive characteristics, then at the end of
the first line half cycle the generated voltage frequency will be slightly higher
(or smaller) compared to the grid nominal frequency. In this case, the PV inverter
(assuming grid-tied operation) will increase (or decrease) the inverter output current
frequency in order to eliminate the phase error. At the end of the next half line
cycle, the inverter will detect a new phase error and consequently it will increase
(or decrease) the output current frequency again. The continuous frequency
changing process will cause the Under/Over Voltage and Frequency monitoring
technique activation and so the inverter will cease energising the grid. Moreover,
according to the AFD technique, the duration of every two consecutively zero
inverter output current intervals have to be dissimilar. Of course, in case of non
island conditions the aforementioned changes are not possible to affect the utility
frequency. Like in previous anti-islanding technique, a small PV output power
quality degradation is inevitable. Moreover, the effectiveness of the AFD technique
decreases in case of parallel operation of many inverters -unless all inverters are
synchronised to increase or decrease the output current frequency simultaneously.
Last but not least, the inverter output current waveform may generate even har-
monic order components to the low voltage grids.

Finally, the AFD technique Non-Detection Zone depends on the ratio of the two
dead time intervals to the voltage half line duration (also called chopping fraction).
It is worth mentioning that the NDZ may be affected from the combination of strong
capacitive and resistive loads, or light inductive and strong resistive loads (in other
words by high quality factor loads).

Similar islanding detection techniques can be found in the literature either as
Frequency Bias or Frequency Shift Up/Down techniques. A noteworthy modifi-
cation of the AFD technique is the Frequency Jump (FJ) technique. According to
the FJ the time intervals with zero inverter output current are inserted not at every
line cycle, but less periodically (e.g. every third cycle) or at sophisticated selected
cycles, in order to minimise the inverter output current distortion. The effectiveness
of the FJ technique decreases in case of parallel operation of many inverters -unless
all the inverters’ output current perturbation is synchronised [2, 6, 9].

3.5 The Sandia Frequency Shift (SFS) Monitoring
Technique

The Sandia Frequency Shift technique (SFS) relies on the same operation principals
with the AFD technique, with an additional positive feedback loop being applied to
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the utility grid frequency measurement in order to destabilise the PV system
operation under island conditions. The equation that describes the relation between
the chopping fraction, he nominal voltage frequency and the generated voltage
frequency deviation is given in [9]. The SFS technique detects any utility frequency
deviation and tries to amplify the frequency error by applying a positive feedback.
Before the island segment “genesis” the electric power grid prevents any voltage
frequency alteration, while after the island segment “genesis” the SFS technique
reinforces the frequency error, until the U/O-V&F monitoring technique activation.
The Sandia Frequency Shift technique is characterised by the same general
advantages and disadvantages of the AFD one, while the positive feedback reduces
noticeably the NDZ spread. On the other hand the positive feedback causes
problems in case of noise at the reference waveform. Similar islanding detection
techniques can be found in the literature either as Accelerated Frequency Drift,
Active Frequency Drift with Positive Feedback, or Follow the Herd techniques
[2, 6, 9].

3.6 Τhe Sandia Voltage Shift (SVS) Monitoring Technique

Τhe Sandia Voltage Shift technique measures the PCC rms voltage value and
applies a positive feedback loop to the measured value. According to this
anti-islanding technique any rms voltage diviation causes an inverter output current
decrease or increase according to the SVS operation principals. Thus, in case of
island conditions (assuming island segment with strong resistive characteristics) a
reduced (or increased) inverter output current will cause further VPCC reduction (or
increase), leading finally to a remarkable PCC rms voltage value deviation that will
cause the U/O-V&F monitoring technique activation. Of course, an inverter output
current reduction due to a transient PCC rms voltage value decrease (under grid-tied
operation) cannot affect the PCC rms voltage value. On the other hand in case of
island segment, the positive feedback loop will accelerate the PCC rms voltage
value reduction, leading to a very fast U/O-V&F monitoring technique activation.
Although either increasing or decreasing output current operations are possible, the
current reduction method is in favor in order to protect the electric installations from
critical voltage levels. Moreover, many PV inverter manufactures use a combina-
tion of the two above anti-islanding techniques (SFS and SVS) in order to achieve
an extremely narrow NDZ. Unluckily, the SFS technique causes a small PV output
power quality degradation (that may be harmful at weak electrical grids), while it
may also decrease the MPPT controller efficiency—and so the inverter electrical
efficiency—due to the intentionally inverter output current reduction and the cor-
responding output power reduction in case of utility presence. Similar islanding
detection techniques can be found in the literature either as Voltage Shift, Positive
feedback on voltage, Follow the Herd or Variation of P and Q techniques [2, 6, 9].
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4 Hybrid Islanding Detection Techniques

Nowadays, many PV inverter manufactures incorporate both active and passive
techniques leading so to Hybrid techniques. According to these anti-islanding
schemes, the active method is implemented only when the islanding mode is sus-
pected by the passive method.

5 Islanding Detection Techniques Test Procedure
According to IEC 62116

The scope of IEC 62116 standard is to provide a test procedure for the performance
evaluation of the islanding prevention measures that are used in single or
multi-phase utility-interconnected PV systems. Inverters that meet the requirements
of this standard are considered to be non-islanding as defined in IEC 61727.
According to IEC 62116 [1], a PV inverter is considered to be compatible with the
anti-islanding protection demands if under any test condition—described in
Table 1—the islanding detection is achieved in less than 2.0 s for over/under
voltage and 1.0 s for over/under frequency (unless the Distribution Operator
demands are different). The necessary test bench is shown in Fig. 2.

For test condition A, the real load and only one of the reactive load components
should be adjusted to each of the load imbalance conditions shown in the shaded
part of Table 2. Each cell corresponds to the active and reactive power (%) flow
through S1 in Fig. 1, with positive value denoting a power flow from the Inverter to
the AC power source. Actual load values should be within ±1 % of those specified.
After each adjustment, an island test is being run and the run-on time is recorded. If
any of the recorded run-on times is longer than the one recorded for the rated
balance condition, then the non-shaded parameter combinations require also testing.

For test conditions B and C, the real load and only one of the reactive load
components should be adjusted to each of the load imbalance conditions shown in
Table 3. Actual load values should be within ±1 % of those specified.

Table 1 IEC 62116 test conditions

Inverter

Condition Inverter output power Inverter input voltage Inverter trip settings
(Voltage—frequency)

A Maximum >90 % of rated Manufacturer specified

B 50–66 % of the
maximum rated

50 % ± 10 % of rated Nominal

C 25–33 % of the
maximum rated

<10 % of rated Nominal
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An additional anti-islanding frame that has to be discussed is the one that IEEE
Std. 929-2000 describes [10]; according to this Standard, a PV inverter is able to
pass through any islanding condition,

Parameters to be measured 

Symbol Parameter Symbol Parameter

VDC DC voltage IR Resistive load current

IDC DC current IL Inductive load current

PDC DC power IC Capacitive load current

VINV AC voltage PAC Utility active power

IINV AC current QAC Utility reactive power

PINV Active power IAC Utility current

QINV Reactive power

Fig. 2 Islanding detection techniques test bench according to IEC 62116

Table 2 IEC 62116 test
condition A

Condition A

% deviation in active and reactive load from nominal

−10, +10 −5, +10 0, +10 +5, +10 +10, +10

−10, +5 −5, +5 0, +5 +5, +5 +10, +5

−10, 0 −5, 0 +5, 0 +10, 0

−10, −5 −5, −5 0, −5 +5, −5 +10, −5

−10, −10 −5, −10 0, −10 +5, −10 +10, −10
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• if it disconnects in less than 10 line cycles in case of an islanded mode, where:

– there is at least 50 % load—PV generation imbalance, or
– the islanded load power factor is less than 95 % (either leading or lagging).

• if it disconnects in less than 2.0 s in case of an islanded mode, where:

– there is up to 50 % load—PV generation imbalance, and
– the islanded load power factor is greater than 95 % (either leading or lag-

ging), and
– the islanded network quality factor is less than 2.5.

6 Experimental Evaluation of Islanding Detection
Techniques

In the following paragraphs the performance of several anti-islanding techniques—
as they are applied in commercial PV inverters—will be experimentally studied,
according to the test bench in Fig. 2. A typical example that highlights the
U/O-V&F monitoring technique operation is shown in Figs. 3 and 4 for the case of
a 3.0 kW commercial single phase transformerless inverter. Initially, the voltage is
slowly increased and the value that causes the trip is registered. After the initial
conditions restoration step voltage variation takes place from the same central point
to a value above the measured high-voltage threshold. The time between the voltage
step and the intervention of the protection is measured. The above procedure is
inversely repeated by decreasing the voltage in order to obtain the low-voltage
threshold. The same procedure is repeated to determine the high-frequency and low
frequency thresholds and the time between the frequency step and the intervention
of the protection is measured.

Table 3 IEC 62116 test
condition B & C

Condition B & C

% deviation in active and reactive load from nominal

0, −5

0, −4

0, −3

0, −2

0, −1

0, 1

0, 2

0, 3

0, 4

0, 5
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Additionally, Fig. 5 exhibits the inverter response in case of islanded mode
under generation—consumption match and pure Ohmic load (the network quality
factor is zero). This situation shows clearly the weakness of this passive monitoring
technique to disconnect the inverter, due to the fact that the islanded network rms
voltage remains within the Distribution Operation thresholds. It is worth men-
tioning that the alternative use of the passive VHD monitoring technique could be
more effective—due to the distorted waveform of the islanded network voltage;
however, under realistic quality factor values (between 0.05–0.25) even this
monitoring technique would become ambiguous.
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Fig. 3 The U/O-V&F monitoring technique; determination of over voltage and frequency
thresholds (3.0 kW commercial single phase inverter). The purple colour represents the VINV and
the green colour represents the IINV
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A typical example that highlights the effectiveness of active over passive
islanding detection techniques in the aforementioned case of load match and real-
istic QF values is shown in Fig. 6; in this test a 2.0 kW single phase inverter is
examined under load match and for QF = 0.125. The inverter implements the AFD
monitoring technique, which manages to achieve disconnection at 380 ms. This is
a satisfying response according to both the above mentioned international
standards—which demand for the specific network condition a disconnection time
of less than 2.0 s.

Moreover, Fig. 7 shows the implementation of the active impedance monitoring
technique, performed by a 700 W single phase inverter unit; here the impedance
measurement comes through a periodical current pulse injection which duration is
about 2.3 ms and its peak value is comparable to the inverter nominal current

Fig. 4 The U/O-V&F monitoring technique; measuring the time interval between the voltage or
frequency step and the intervention of the protection (3.0 kW commercial single phase inverter).
The purple colour represents the VINV and the green colour represents the IINV

Inverter Output 
Voltage

Line voltage

200 V/div
20 ms/div

Fig. 5 The U/O-V&F monitoring technique; islanding operation under generation—consumption
balance and pure Ohmic load (testing at a 4.0 kW commercial single phase inverter)
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amplitude. Although this method is very efficient for the detection of any islanding
condition, it is obviously less attractive for high power PV systems due to the
network voltage quality as well as the protection issues that it raises.

An improved impedance monitoring implementation that limits the voltage
quality effects is discussed in Fig. 8; here the current pulse takes place after a dead
time of 2.5 line cycles, which is enough for the detection of islanded operation
(through voltage and/or frequency drop) under normal network/operation condi-
tions. Thus, in this algorithm the current pulse is the second islanding detection
stage (for cases of unusual high QF values).

Inverter Output 
Voltage

200 V/div
100 ms/div Line voltage

Disconnection time 
duration: 380 ms

Fig. 6 The AFD monitoring technique; islanding operation under generation—consumption
balance, QF = 0.125 (testing at a 2.0 kW commercial single phase inverter)

Line voltage

Inverter Output 
Current

Fig. 7 The impedance monitoring technique implemented by a 0.7 kW commercial single phase
inverter
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7 Conclusions

A detailed overview along with an experimental evaluation process has been pre-
sented in this work, highlighting the fact that the islanding detection is a rather
complicated work which depends on numerous factors (e.g. load matching, quality
factor, PV actual generation). Moreover, this work encumbers as distributed PV
generation penetration level increases due to its impact on the power quality of the
supply. The experimental procedure that has been presented shows that the use of
active islanding detection techniques based on positive feedback loops is the best
way for PV inverters to become compatible with the IEC 62116 and the IEEE Std.
929-2000 standards and with small impact on distribution power quality.
Nevertheless, it is foreseen that as penetration level increases the combination of
local active and remote monitoring techniques will become obligatory—a step
forward on the way to smart distribution integration.
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The Use of PLC Technology for Smart
Grid Applications Over the MV Grid:
The DG Paradigm

G. Chatzis, S. Livieratos and P.G. Cottis

Abstract As the Smart Grid has the potential to bring significant value to the
various stakeholders of the electricity market, a methodology for the evaluation of
the smart grid benefits related to distributed generation is required to facilitate
decision making. This chapter proposes a generic framework to assess these ben-
efits using as a study case an autonomous distributed photovoltaic generation
system in a Greek island that employs powerline communications technology.

1 Introduction

The rapid development of information telecommunications and technologies
(ICT) has made feasible the distributed control of power systems as well as the real
time power management and power flow control. The smart grid can be regarded as
an ICT-enabled electric power network which can intelligently integrate/incorporate
the actions of generators, distributors and consumers of energy, aiming at delivering
electrical power in a sustainable, economic and secure way [1, 2]. The term smart
grid (SG) refers to the introduction of intelligence to the electric power grid based
on data transfer between grid nodes and central controlling entities that make
decisions to enhance the operation and performance of the power network.
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The smart grid moves through and processes data in order to make preventive or
corrective actions at local level. By incorporating smart metering and machine to
machine (M2M) technologies to monitor the power grid, additional significant
benefits will be offered, leading to intelligent power network operation.

The significant penetration of distributed generation (DG) of electric power
expected in the near future necessitates speeding up the transition from the existing
one-way power flow model, from large generation plants towards the consumption
side, to a two-way power flow model, where power may flow between any nodes
across the power grid. This decisive change the generation, distribution and
transmission of energy makes the interaction between the power network and its
nodes imperative, though quite complex. Drastic changes are needed with regard to
the operation, control and protection of the power grid. In the context of trans-
forming the traditional power grid into the smart grid, a hybrid Wireless-Power
Line Communications (W-PLC) approach seems suitable for transferring SG data
over the Medium Voltage (MV) grid. The main objective of a W-PLC SG com-
munications (SGC) system is to transfer IP (internet protocol) data packets from/to
any node over the power grid. In addition to offering an IP-based communications
platform, the W-PLC option may offer additional benefits to the power grid such as
self-diagnosis and self-healing or the capability of embedding intelligence wherever
necessary.

This chapter comprises four sections aiming at:

• Demonstrating the importance of information flow throughout the SG and
describing how to collect, move through and process SG data employing as an
indicative study case the distributed photovoltaic (PV) generation in an island.

• Establishing PLC technology as a candidate solution suitable for the imple-
mentation of the SGC infrastructure over the MV grid.

2 Smart Grid and Distributed Generation

2.1 The Smart Grid

The smart grid utilizes ICT to achieve two-way communication aiming at con-
trolling and optimizing the operation of the various parts of the power network
energies. Among the main objectives of the smart grid are to save energy, reduce
operation and maintenance costs, increase reliability and enhance customer care [3].
The smart grid includes intelligent systems to monitor and control the power flow
and the overall network operation. It is based on a communication infrastructure
capable of supporting fast and reliable two-way transfer of information across the
power network as well as to/from related entities responsible for its monitoring and
control. Smart metering is expected to enable the real time transfer of all the
information necessary to monitor the power flow and the grid condition. The
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effective operation of the smart grid is dependent on direct and reliable commu-
nication of the various network nodes, such as substations and smart meters, with
the corresponding controlling entities. Given the span of the power network and the
immense number of its nodes, it is expected that the volume of information moving
through the SG will be huge, giving rise to new “big data” engineering challenges.

Moreover, the smart grid must support the optimal operation and control of the
power network and the integration of dynamic systems to manage the energy value
chain incorporating power generation, transmission and distribution. Key features
related to the transmission and management of energy in the smart grid are:

• The nodes and the overall infrastructure of the power network are or can be
monitored by intelligent electronic devices (IEDs) compatible with the IP
protocol.

• The SGC infrastructure allows IEDs to communicate securely and reliably either
with the controlling entities or with each other, if necessary.

• The data from the SG nodes and from any related data source should be
transferred following specific protocols and be convertible into usable infor-
mation where necessary.

• Computational tools incorporating the operational tactics and business policies
enable decision-making by the utilities or by the users either automatically or
through human intervention.

A large part of the assets of the transmission and distribution networks are
encountered in the substations. In the distribution network, particularly, there is a
large area between substations and consumers that includes many network assets
whose status becomes known only after a scheduled inspection or a failure. An
important objective of the smart grid is to enhance the observability, and conse-
quently, the necessary level of controllability of the network assets. This will result
in better system operation and considerable reduction of the relevant maintenance
cost.

The basic SG functions can be classified into real-time and non-real-time. The
former are functions enabled by sensors and measuring devices distributed over the
power network. Proper communication and control of such distributed devices will:
(i) enhance the observability of critical network nodes and subsystems, (ii) enhance
power flow and quality, (iii) enable fault detection and restoration, and (iv) offer
physical surveillance of the power network. The latter category encompasses SG
activities related to the integration of any information necessary for day-to-day
operation which is available to the databases of the utilities or of the power
providers.

The electric companies have the necessary vertical structure to process the
collected data, but it is difficult to dynamically combine such data with operational
data acquired in real-time. Therefore, it is essential to formulate a common mode of
hierarchical/selective presentation of information and enable secure and reliable
two-way data transmission. Although some characteristics of the smart grid have
already been implemented, the transformation of the traditional power network into
the smart grid necessitates: (i) new types of equipment and new computational tools
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(ii) complete re-engineering of the electric power companies that goes beyond
simple monitoring of some operation and performance indicators.

2.1.1 The Communication Infrastructure of the Smart Grid

The smart grid requires two-way communication between various parts of the
power network and the relevant stakeholders. The SGC infrastructure must have the
following features:

• Ubiquitous presence
• High availability and reliability
• Secure data transfer
• Capability of providing multiple service classes

The communication infrastructure of the SG must also support the integration
either of various network functions, such as supervisory control and data acquisi-
tion (SCADA), automated operation of transmission and distribution systems,
operation and maintenance, or of business functions, such as customer care, market
monitoring, etc. The communication networks implementing the smart grid may be
classified into:

i. The last-mile access network: The corresponding SG nodes are residential
users or small and medium enterprises (SMEs) that are connected to the Low
Voltage (LV) network. The local access networks (LANs) formed employ
short range wireless technologies (Wi-Fi, Bluetooth, Zigbee) or wired tech-
nologies such as PLC or Ethernet.

ii. The intermediate access network: The corresponding SG nodes are installed
directly on the MV power network. This SGC category encompasses industrial
customers, independent DG producers and concentrators/gateways of infor-
mation acquired from various network nodes. The intermediate access network
is deployed over the MV grid and may employ metropolitan access network
(MAN) technologies such as 4G/Wimax, 3G/Wi-Fi, microwave links or
Broadband PLC (BB-PLC), Narrowband PLC (NB-PLC) or hybrid W-PLC.
In extreme cases, remote DG units, such as wind turbines located in islands or
in remote mountainous areas, may communicate with the relevant controlling
entities via satellite.

iii. The backbone network: The corresponding nodes are: (a) aggregators of
information encountered in the intermediate access network, (b) operational
and business units of the utilities, energy producers or alternative providers
and (c) other energy market stakeholders, such as the regulatory authorities.
These nodes can be connected to the backbone via the Internet. As the related
communication technologies must provide high capacity, optical fiber or
VDSL (Very-high-bit-rate Digital Subscriber Line) are preferred. In most
cases, the power generation plants are connected to the backbone via dedicated
fiber optic links.
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Table 1 outlines the available networking technologies for the SG operation with
regard to availability, QoS (stability and reliability) and cost.

2.1.2 The Hybrid Wireless-BB PLC

PLC systems operate in the 1–34 MHz frequency band and may offer high trans-
mission rates and make feasible a variety of SG applications and services [4]. The
new IEEE P1901 standard aims at meeting the QoS requirements related to
broadband applications, both indoor, employing the LV network (especially for
multimedia applications), and outdoor, employing the MV network (especially for
SG services). Also, compliance with the international ElectroMagnetic
Compatibility (EMC) regulations ensures that PLC systems can coexist with pri-
mary wireless services and operate without causing harmful interference.

The hybrid wireless PLC (W-PLC) technology combines PLC transmission with
wireless transmission (usually Wi-Fi) in order to create a reliable, high-capacity and
low-cost intermediate access network that may be installed over the MV grid.
W-PLC allows data transmission over the MV grid offering monitoring, control,
management, and surveillance of its critical parts and operations. The main
advantage of W-PLC is its immediate applicability without requiring the installation
of an additional communication infrastructure. It may offer last mile access
employing either small range-low power wireless tecnologiesor PLC via the LV
grid. The benefits of installing a W-PLC infrastructure over the MV grid are:

• Due to its ubiquitous presence, the installation of a hybrid W-PLC network on
the MV grid for providing broadband SG data transmission is immediate,
affordable and scalable.

• As Distribution System Operators (DSOs) own the SGC infrastructure they are
fully responsible for the acquisition, transmission and processing of SG data.
This minimizes the cost for SGC services and ensures secure and reliable
processing of the SG data.

• The average transmission delay and error rate are kept at acceptable levels.

Table 1 Overview of SG communication options

Coverage—availability Quality of service
(QoS)

Cost

Optical fiber Urban areas Very good High

GSM/3G Urban and particular
rural areas

Moderate
(low reliability)

Low

4G/WiMax Urban and rural areas Good Moderate

Satellite
communications

Anywhere Very good Very high

Wireless-BB PLC Anywhere Very good Moderate
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• The PLC units are usually capable of integrating many SG services, in a direct
and selectively scalable way.

• Diagnosing the status of the powerlines is feasible by processing specific noise
patterns and signals superimposed on the PLC signals.

• The various alternative technologies employed in the implementation of the
smart grid can offer only a part of the services required. W-PLC can easily be
made compatible with almost any ICT technology in the attempt either to
enhance its communication capabilities or to cooperate either with alternative
communication technologies or with existing or future automation technologies.

Overhead MV powerlines can transfer communication signals at transmission
rates currently exceeding 200 Mbps at the physical layer. The transmission rates
feasible by PLC can significantly exceed 200 Mbps, if proper measures are taken to
overcome the very low power injection levels dictated by current EMC regulations.
Given that the volume of many kinds of SG data can be quite low, the NB-PLC
technology, which exhibits significantly lower ranges compared to BB-PLC, might
be a reliable and cost effective alternative for low rate SG communications over the
MV grid.

The capability of real-time monitoring the power network, which constitutes a
fundamental SG service, will render the DSOs operation more flexible and adapt-
able to the dynamic behavior of the power network by supporting the energy
control centers (ECCs) in monitoring, analyzing and managing the power genera-
tion, transmission and distribution.

There are two kinds of areas related to SG operation: local areas of variable
geographical extent around the SG nodes and wide areas requiring communication
between the SG local areas and the ECCs. The primary specifications related to SG
operation concern the transmission rates and the aggregate throughput required the
service availability and coverage, and the QoS with regard to reliability and delay.

2.2 Distributed Generation

Several definitions of DG are based either on the voltage level at which the DG
interconnection is done or on the size of the DG power plants connected. DG units
are relatively small power generation plants which can supply residential, com-
mercial or even industrial users with electric power using either renewable energy
sources (RES) or even fossil fuel plants of small size [5]. In general, DG can be
defined as small-scale electric energy generated at various points across the power
grid. In general, DG units are more frequently encountered in areas located closer to
the end-user side. The re-engineering of the power system together with the evo-
lution in building small-scale power plants have led to a rapid development of DG.
The re-engineering of the power grid in order to incorporate DG is a complex issue.
Reconfiguring the traditional power grid to create an enhanced smart-power grid
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differs significantly from the traditional power grid planning since the existing
distribution grids have been traditionally designed as passive systems of radial
topology.

The general characteristics of DG systems are:

• As the implementation of DG plants reflects mainly the business initiatives of
various private investors in the energy sector, DG is not planned and developed
by the utilities or by the independent power transmission operators (IPTOs).

• No central operation plan of DG units is done by the IPTO.
• The nominal power of DG units varies between several hundreds of kW and

several MW.
• The DG units are connected directly either to the distribution grid or to the

transmission grid.

Many factors determine the DG suitability for a particular area. Among them are
which locations are suitable to install, what are the operational loads and the dis-
tribution areas, the technology used, how the environment will be affected, etc.
Significant technological innovations and changes in the economic and regulatory
environment during the last decade have pushed forward DG. The primary reasons
that contributed to the evolution of DG are:

• The development of efficient DG technologies.
• The technical and economic restrictions related to building new transmission

networks or extending existing ones.
• The increasing demand for highly reliable electric power.
• The liberalization of the electric energy market.
• Severe environmental measures and restrictions.

The integration of DG into the traditional power grid changes the mode of
operation of the power network and creates new challenges related to power quality
and reliability, network stability, and grid safety. Such integration is not an easy
task due to various operational and regulatory issues. The most important technical
issues are related to the voltage and current at the output of DG installations and to
the power quality. Therefore, appropriate procedures are required, which must be
widely acceptable and easily applicable in order to make feasible and accelerate the
DG integration without affecting the current operation and stability of existing
power networks.

2.2.1 DG Technologies

The various DG technologies are depicted in Fig. 1. There are two major DG
groups: (i) technologies using fossil fuels and (ii) technologies using RES.

The main DG technologies currently employed in residential areas are: PV
generators, low-power wind turbines (WT) and fuel cells having a nominal power
ranging from 2 to 5 KW. In addition to the preceding technologies, some other
options are commercially available such as reciprocating engines, micro-turbines,
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diesel generators, conventional coal generators, biomass and small hydro with
nominal power ranging from 10 KW, e.g. for PV, up to 1.500 KW, e.g. for biomass.
An increasing trend towards the use of RES has emerged worldwide over the last
decade by the environmental measures aiming at reducing CO2 emissions and the
continually rising prices of fossil fuels.

2.2.2 DG Advantages and Disadvantages

DG is expected to significantly enhance power quality and reliability and be better
customized to the end-users needs. The potential benefits from DG are [6]:

• Combined heat and power (CHP) systems are expected to enhance the aggregate
energy efficiency of power systems.

• Local power generation employing RES or non-conventional energy sources is
more cost-effective for customers who are located far from the traditional power
generation.

• By been connected during peak periods, DG can reduce “demand” charges by
the local utilities.

• Distributed generators, capable either of being connected to the power grid or of
operating standalone, can feed supply loads of high priority during long outages
of the main utility.

• Employing sophisticated power electronic interfaces, the distributed generators
are capable of providing high-quality power with regard to voltage and fre-
quency stability.

The advantages offered by DG are numerous and significant. The most important
is the peak load reduction which contributes to balancing both the individual and
the average demand profiles. Dispersed RES can defer power generation, thus
lowering the costs for system upgrading. Furthermore, as DG is usually installed
near consumption, it reduces both the transmission losses and the cost of energy
transport. Also, it is much easier to acquire sites for RES plants compared to those

Fig. 1 DG technologies
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destined for the installation of large scale generation plants. Technical benefits
associated with improved power quality and reliability are offered as DG can either
relieve the existing power network or be used for backup during non predictable
power outages or voltage dips. Equally important are the environmental benefits
offered by DG as the enhanced RES penetration is expected to significantly reduce
the use of fossil fuels and, consequently, CO2 emissions.

On the other hand, high DG penetration can cause serious technical problems to
the power grid operation, and, consequent adverse economic effects. The variable
energy production due to intermittent RES operation restrains the percentage of
energy demand that can be satisfied by transforming wind or solar energy to
electric. Hence, as, so far, the maximum RES penetration remains rather limited,
high levels of conventional power generation are still required.

2.2.3 DG Interconnection with the Power Grid

DG changes the traditional one-way power flow from High Voltage (HV) to MV
and next to LV. So far, distribution systems have been designed to passively
transfer electric power from generation to the end users. As DG dictates a bidi-
rectional power flow model, DSOs have to deal with new issues that require dif-
ferent handling of the power grid. These new issues related to DG are [7]:

• Congestion and power capacity reduction: DG connection close to consumption
side does not generally lead to an increase of congestion events, but possibly to
their reduction. The positioning of DG points of interconnection (POIs) are of
high importance.

• Losses: Depending on the DG type and location and the grid technology and
configuration, DG may either reduce or increase the distribution network losses.
Low DG penetration is expected to reduce energy losses, whereas high DG
penetration is expected to increase them.

• Short circuits: DG connection to the distribution system increases the short
circuit currents which causes problems to various system components such as
line conductors, breakers and switches. The crucial POIs are those where the
short circuit currents may take maximum values, that is, at the lines stemming
from the primary substations.

• Voltage profile: The range of voltage fluctuations depends on the nominal power
of the DG units connected and the corresponding POI positions as well as on the
power factor and the local grid topology.

• System instability: a DG unit should be able to remain connected to the dis-
tribution grid after a fault.

• Islanding: Problems may arise when a DG unit continues to supply power to a
part of the distribution network which has been electrically isolated from the rest
of the system.
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• System unbalance: Large reserve capacities are necessary to mitigate the fluc-
tuations in DG production as the power produced each time must be equal to the
sum of the power consumed and the power lost.

• Power quality: DG connection may aggravate the power quality by causing
voltage fluctuations and distortion, endangering the normal operation of certain
electric devices.

Before analyzing the above issues, several definitions must be given. The
demarcation point of an electrical installation is the point at which it is connected to
another installation or to the public network. The Point of Common Coupling
(PCC) of a power supply network is the electrically nearest point to a particular
load, where other loads are, or may be, connected. These loads can be devices,
equipment or systems, or distinct customer installations. The PCC is the reference
point for determining the effects caused to the network due to a specific installation.
In addition to the PCC, POIs are defined as the points, either on the LV or on the
MV grid, where the producer’s facilities are connected to the grid. Metering units
for both the energy injected to the grid and the energy supplied by the grid are also
installed at various POIs. There are also automatic interconnection switches
implementing connection/disconnection of the generator to/from the network. To
connect the generation facilities to the power supply network, various network
components such as substations, transformers and powerlines are involved. When
the existing infrastructure is inadequate or causes severe voltage fluctuations,
appropriate measures must be taken such as direct connection to the MV buses of
the HV or MV substation HV via a dedicated power line, or installation of a new
HV/MV transformer.

3 DG Integration into the Autonomous Power Grid
of an Island

3.1 PV Penetration in an Autonomous Island Grid.
A Study Case

The Greek power grid is interconnected with those of neighboring countries and
serves the mainland of the country as well as several connected islands. However,
many Greek islands are autonomously powered employing diesel generators at a
very high cost. Introducing RES, particularly PV ones, in the power generation mix
of the autonomous grids in Greek islands is of great importance. The integration of
PV energy production into the local power grids can be implemented either at the
transmission or at the distribution level, depending on the size of the generation.
Distributed PV units of small size are generally connected to the main grid at the
primary or secondary distribution level, giving rise to several issues that should be
addressed by the smart grid.
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3.1.1 Autonomous Grids

Autonomous Grids (AGs) installed in the Greek islands are not interconnected with
the power system of the mainland; hence, they must be capable of autonomously
responding to power demand, both reliably and safely. This causes several prob-
lems such as:

• Operational redundancy: The severe fluctuations in power demand do not allow
the complete withdrawal of fossil fuel generation, thus limiting the RES
penetration.

• High cost of spinning reserve: The operational plan of conventional production
stations foresees spinning reserve, i.e. the nominal power of diesel generators in
operation should be higher than their operational output power, rendering them
capable of delivering additional power, when required. The total spinning
reserve is determined by the reserve necessary to cover the intermittent DG
operation.

• Large frequency, voltage and current fluctuations due to the low inertia of the
AG or the low short circuit power.

• The severely adverse effect of load fluctuations to the quality of the electric
energy provided.

• High production costs.
• Geographic dispersion of DG units that severely affects the AG security.
• Severe system instability.
• The continually growing energy demand and the strict environmental regula-

tions for the development of renewable generation and transmission projects,
especially in economies with high touristic development.

The total installed power of wind PV plants in certain Greek islands is shown [8]
in Table 2.

3.1.2 Interconnection Issues When PV Systems Are Integrated
into the MV Grids of Greek Islands

The interconnection issues concerning the interaction of PV systems with the main
grid are related to several factors and parameters [9] such as the voltage profile, the
active and reactive power flow, the thermal (current) loading of power network
elements, the transient stability (preservation of synchronism), the voltage stability
and reactive power control and the frequency control [10].

The utilities are concerned about the quality of the electric power offered by DG
integration into the grid affected by the harmonics, voltage dips, voltage flicker and
overvoltage caused. Several studies have led to the development of guidelines
concerning DG integration into the MV grid. The most important functional
requirements concerning the integration of dispersed PV units into the MV grid are:
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• If voltage fluctuations exceed the limits allowed for longer than a specified
period, usually taken equal to 1 s, the PV unit must be disconnected from the
grid for security reasons. Fast voltage recovery is recommended after an outage
or other abnormal conditions. The same considerations apply for frequency
fluctuations that deviate from the relevant nominal value for longer than a
specified period, typically equal to 1 s.

• Similarly to all devices incorporating power electronics, PV systems should not
cause harmonic distortion signals and electromagnetic interference beyond
acceptable levels.

• In case of short circuit within PV units, the latter should be disconnected from
the grid.

• In case of short circuit in the power network, the PV unit involved must be
disconnected.

• When a part of the main grid is isolated, not due to a short circuit, there is the
possibility that the affected section is fed only by the associated PV units with
voltage and frequency within acceptable limits (islanding).

Table 2 Wind and PV plants in several Greek islands

Island systems Wind
power PPC
(KW)

Wind power
individuals
(KW)

Total wind
power
(KW)

Solar
power
(KW)

CRETE 16800 88971.2 105772 489

KOS-KALYMNOS-LEROS-LIPSI 0 8000 8000 0

LIMNOS 1140 0 1140 0

MYTILINI 2025 9825 11850 1

MILOS-KIMOLOS 0 2050 2050 0

AMORGOS 0 0 0 0

MYKONOS 0 300 300 0

CHIOS-PSARA 5500 3050 8550 0

SYROS 0 2790 2790 0

IKARIA 385 600 985 0

PAROS-NAXOS-IOS 0 1800 1800 0

SAMOS 2925 2950 5875 0

SKYROS 0 0 0 0

SIMI 0 0 0 0

SANTORINI-THIRESIA 0 0 0 0

RHODES-CHALKI 0 12075 12075 0

KARPATHOS-KASOS 275 950 1225 0

SIFNOS 0 0 0 0

PATMOS 0 0 0 0

KITHNOS 500 0 500 0
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3.1.3 Voltage Fluctuations

The percentage voltage fluctuation at the POIs of PV units to the MV grid is given
by [11]

e %ð Þ ¼ 100
V2

n

Rj � PþXj � Qð Þ ð1Þ

where ~Zj ¼ Rj þ jXj is the equivalent impedance of the MV at the POIs. P and Q
represents the flow of active and reactive power as in

P ¼ PDG � PL ð2Þ

Q ¼ QDG � QL ð3Þ

PDG, QDG are the active and reactive power of the PV units and PL, QL the active
and reactive power loads respectively. The sign of QDG depends on the power
factor. If εmax is the maximum allowed level of voltage fluctuations, then

100
V2

n

Rj � PDG � PLð ÞþXj � QDG � QLð Þð Þ
����

����� emax ð4Þ

The following DG and PV measures can be calculated from (4). The aggregate
active power, the adjustment of the reactive power of each unit and, consequently,
of the power factor of the whole PV installation, provided that the active power
does not change.

3.1.4 Power Factor at the MV Bus

As to the operation of generators having power factors within a specified range,
maintaining a fixed aggregate power factor sensed by the grid is imperative.
The MV bus is defined as the part of the grid where several MV lines are connected
to. In the absence of DG units, the power flows from the MV bus to the connected
lines. When DG units are connected to the MV grid, the total active and reactive
power of the MV bus is the sum of the active and reactive power of the DG units
and loads. In this context, it is the aggregate power factor at the MV bus that must
lie within the specified limits.

pfbus ¼
PDG � PLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðPDG � PLÞ2 þðQDG � QLÞ2
q ð5Þ
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The reactive power QC, which is injected into the grid as a result of a com-
pensation mechanism for both voltage and power factor fluctuations, must be taken
into account in the calculations of the total reactive power.

3.2 Autonomous Power Grids in Islands

The first step for the deployment of an autonomous smart grid based on PLC
technology in an island is to specify the requirements concerning the necessary data
transfer. Subsequently, the corresponding features of the SGC network must be
defined.

The demand side can be estimated based on historical data. However, as the
smart grid allows monitoring of the demand side in almost real time, any kind of
statistical estimation applies only during the first steps of the analysis and does not
constitute an objective of the present work. The intensity of solar radiation and
temperature should be continuously monitored as they determine the power gen-
eration levels. Due to their importance, inverters should also be monitored con-
tinuously. Their critical features are the DC input voltage/current, the AC output
voltage/current, the output power, the power factor and the harmonics. By moni-
toring these features, (i) the inverters efficiency can be determined (ii) possible
points of failures can be identified.

As to the data acquired from individual PV units, there is a distributed archi-
tecture based on Ethernet, or on FDDI (Fiber Distributed Data Interface) technology
or on PLC systems applied on the LV grid with small coverage (of radius less than
500 m). The data are dynamically exchanged with the distributed databases. The
remote terminal units (RTUs) distributed over the PV systems exchange informa-
tion and receive commands through the LAN connecting them to the DACs (Data
Acquisition and Control) of the PV units. The LAN nodes perform the following
functions:

• Receiving-sending data, interfacing the administrator with the PV units.
• Implementing local control functions.

The information from the nodes of a specific PV system is collected at its DAC,
which is located at the POI of the PV system to the MV grid. The various DAC
nodes communicate with each other and with auxiliary control systems via a WAN.
The DAC nodes either uplink their data to a central entity located at the ECC or
receive commands downlinked from the ECC via the backhauling network, and,
subsequently, via the LANs.

Independent power producers (IPPs) install RTUs at their premises for remote
monitoring and control of their PV units in order to become capable of providing any
information required by the ECC. So do the corporate customers. IPPs should also
provide ECC with signals related to their output power (MW, MVAR) and voltage,
status of the interconnection breakers, etc. Finally, smart meters collect and forward
data from/to consumers and energy producers, and manage the energy loads locally.
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The ECC coordinates the various system components and the overall operation
of the local power grid. In this framework, it coordinates the connection of the
conventional generation units, manages the RES/PV generation and connection,
and integrates storage facilities. The ECC processes data acquired from RTUs
dispersed across the power grid, particularly from RTUs installed at substations and
at the POIs of PV systems.

4 Mathematical Formulation of the Study Case

The problem addressed in the present chapter refers to an MV line supporting an
indicative Autonomous System (AS) of a Greek island. The main MV line stems
from the bus of the AS generation plant. The remaining MV lines are regarded as
loads connected to the buses. The impedance (per unit length) of the ACSR-95
power-lines assumed is [11]:

Z0 ¼ Rþ jX ¼ 0:22þ j0:33 X=km ð6Þ

4.1 AS Generation Plant Bus

The MV bus voltage V0 of the indicative AS plant is adjusted by the AS generators
in order to vary from a minimum value of 15.3 kV (this value corresponds to a
percentage 15.3/15 * 100 % = 102 %) to a peak value of 16.05 kV (which cor-
responds to a percentage 16.05/15 * 100 % = 107 %) assuming an MV nominal
value equal to Vn ¼ 15 kV. The voltage adjustment is dependent on the total
complex power Stot produced (V0 ¼ Vmin when Stot ¼ Smin and V0 ¼ Vmax when
Stot ¼ Smax). The relationship between V0 and Stot is assumed to be linear, that is

V0 ¼ aStot þ b ð7Þ

where the coefficients a and b are determined applying linear regression to the
simulation results.

The AS loads are residential, commercial or industrial and are either directly
connected to the generation plant (directly connected loads) or dispersed across the
grid (dispersed loads). The nominal characteristics of the various loads, denoted by
the n index, are:

Ploadn ¼ 15MW; directly connected loads
1:2MW; dispersed loads

�
ð8Þ
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An inductive power factor common for all the loads is assumed, i.e.

pfn ¼ pfload ¼ cosu ¼ 0:85 ð9Þ

The indicative grid topology is depicted in Fig. 2, where an ACSR-95 MV line
with dispersed loads is connected to the AS bus (MV bus). Loads of 15 MW are
also connected directly to the AS bus.

The active power absorbed by a load connected to node i at time t is evaluated
taking into account the demand, Demand(t) and the nominal load value of node i
Ploadn :

Pload i; tð Þ ¼ �PloadnðiÞ � DemandðtÞ ð10Þ

The negative sign in the right hand side of (5) denotes power absorption. The
annual demand in an AS of a Greek island is plotted as a function of time in Fig. 3.

The demand values plotted in Fig. 3 are percentages with respect to maximum
demand. An increase in demand is readily observed during the summer months due
to tourism and increased needs for air conditioning.

In addition to the active power, the reactive power consumed is also of interest.
The reactive power absorbed by a load connected to the MV grid at node i at time t
is

Qloadði; tÞ ¼ Ploadði; tÞ � tanu ð11Þ

The reactive power of the various loads is negative since their power factor is
inductive, i.e. power is absorbed by the grid.

4.2 PV Units

The PV units connected to the MV grid of the island under consideration have
nominal output power PPVn = 0.5 MW and nominal power factor equal to 1, i.e.

Fig. 2 Indicative MV topology in a Greek island
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pfPV = 1. The various parameters related to the operation of the PV units are
denoted as follows:

• Total panel surface A (m2)
• Panel efficiency coefficient at STC (Standard Test Condition) nSTC (%)
• Panel temperature NOCT (Nominal Operating Cell Temperature) TNOCT (°C)
• Solar radiation intensity G(t) (W/m2)
• Ambient temperature Tamb(t) (°C)

The solar radiation intensity G(t) and the ambient temperature Tamb(t) vary with
time as shown in Figs. 4 and 5, respectively.

Taking into account the high solar radiation intensity and ambient temperature,
the PV units are capable of injecting active power to the MV grid which is equal to

PPV i; tð Þ ¼ Sac i; tð Þ � pfPV ð12Þ

where Sac(i,t) is the complex power injected to the MV grid.
The corresponding reactive power is

QPV i; tð Þ ¼ PPV i; tð Þ � tanðcos�1 pfPVÞ ð13Þ

The sign of the reactive power depends on pfPV being positive for capacitive
pfPV and negative for inductive pfPV.
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Fig. 3 Annual demand in a Greek island [12]
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The input-output relationship is given by the following equations:

Sac i; tð Þ ¼ A � nSTC � ð1�DnG tð Þ�DnT tð ÞÞ � G tð Þ ð14Þ

In (14), ΔnG(t) is the radiation change related to the solar radiation intensity via

DnGðtÞ ¼ �0:04 � lnðG tð Þ=1000Þ ð15Þ

The actual temperature of the solar panel is related to the radiation G(t) and the
ambient temperature Tpanel(t) via

Tpanel tð Þ ¼ Tamb tð Þþ G tð Þ
800

� �
ðTNOCT � 20Þ ð16Þ

The performance change ΔnT(t) is related to the panel temperature via

DnTðtÞ ¼ �0:0045 � ð25�Tpanel tð ÞÞ ð17Þ

Typical values for the parameters of the 0.5 MW PV units considered in the
framework of the study case examined in this chapter are:

• A = 3500 m2

• nSTC = 14.5 %
• TNOCT = 45 °C
• 0 < G (t) < 1.100 W/m2

• 0 ≤ Tamb ≤ 45 °C

4.3 Energy and Power Calculations

The primary metrics determining the performance of an MV line in the current
chapter are the total power factor pftotal at the bus, which should be as close to 1 as
possible, and the acceptable range of voltage fluctuations at the various nodes of the
MV line, which should not exceed the specified limits. The total complex power
and the power factor at the bus at time t are given, respectively, by [13]

Stotal tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PPVtotal tð Þþ Ploadtotal tð Þð Þ2 þ QPVtotal

tð ÞþQloadtotal tð Þ
� �2q

ð18Þ

pftotal tð Þ ¼ abs
PPVtotal tð Þþ Ploadtotal tð Þ

Stotal tð Þ
	 


� sign QPVtotal
tð ÞþQloadtotal tð Þ

� � ð19Þ

where PPVtotalðtÞ is the aggregate power injected by the PV units and Ploadtotal tð Þ is the
aggregate active power consumed by the loads of the AS. Ploadtotal tð Þ enters into (18)
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and (19) with a negative sign. On the other hand, QPVtotal tð Þ is the aggregate reactive
power absorbed or injected by the PV units (dependent on the value of pfPV that
determines its sign) and Qloadtotal tð Þ is the aggregate reactive power absorbed by the
loads. The following equations hold:

PPVtotal tð Þ ¼
XN

i¼0
PPV i; tð Þ ð20Þ

QPVtotal
tð Þ ¼

XN

i¼0
QPV i; tð Þ ð21Þ

Ploadtotal tð Þ ¼
XN

i¼0
Pload i; tð Þ ð22Þ

Qloadtotal tð Þ ¼
XN

i¼0
Qloadði; tÞ ð23Þ

where N is the number of POIs where the PV units are connected to the main MV
powerline. When there is no energy generated by the PV units, the expressions (18)
and (19) are modified yielding

Stotal tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ploadtotal tð Þð Þ2 þ Qloadtotal tð Þ

� �2q
ð24Þ

pftotalðtÞ ¼ abs
Ploadtotal tð Þ
Stotal tð Þ

	 

� sign Qloadtotal tð Þ

� �)
h

pftotal tð Þ ¼ �abs
Ploadtotal tð Þ
Sloadtotal tð Þ

� �
¼ pfload ¼ �0:85 ¼ 0:85 inductive

ð25Þ

To bring the power factor closer to 1 a reactive compensating power QC must be
injected at the bus, whose value has been evaluated as 1.758 Mvar under zero PV
production. The absolute values of the aggregate complex power and power factor
are given by:

Stotal tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PPVtotal tð Þþ Ploadtotal tð Þð Þ2 þ QPVtotal

tð ÞþQloadtotal tð ÞþQc

� �2q
ð26Þ

pftotal tð Þ ¼ abs
PPVtotal tð Þþ Ploadtotal tð Þ

Stotal tð Þ
	 


� sign QPVtotal
tð ÞþQloadtotal tð ÞþQc

� � ð27Þ

Practically, the voltage at the various nodes of the line is allowed to vary within
a range ±5 % of its 15 kV nominal value. If no PV units are connected to the MV
line, the voltage ranges for most of the time from 14.25 kV up to 15.75 kV cor-
responding to 95 and 105 % of the nominal value, respectively.
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Assigning i = 0 to the POI of the AS generator, the voltage at the bus V0 tð Þ is
known at any time t. The following equations hold for the active and reactive power
values

P0 tð Þ ¼ PPVtotal tð Þþ Ploadtotal tð Þ ð28Þ

Q0 tð Þ ¼ QPVtotal
tð ÞþQc þQloadtotal tð Þ ð29Þ

At any node i, the voltage at time t is determined from

V i; tð Þ ¼ V i� 1; tð Þþ e i; tð Þ ð30Þ

e i; tð Þ ¼ 100
V2

n

RðiÞ � P i; tð ÞþX ið Þ � Q i; tð Þð Þ ð31Þ

where ε (i, t) is the percentage of the voltage fluctuations.
The following equations hold at the bus of the AS generator (i = 0)

V 0; tð Þ ¼ V0 tð Þ ð32Þ

P 0; tð Þ ¼ P0 tð Þ ð33Þ

Q 0; tð Þ ¼ Q0 tð Þ ð34Þ

The input impedance ~Z ið Þ ¼ R ið Þþ jX ið Þ at node i is determined from

R ið Þ ¼ 0:22
X
km

� DðiÞ ð35Þ

X ið Þ ¼ 0:33
X
km

� DðiÞ ð36Þ

where D(i) is the distance between nodes i and i − 1 in km. The active and reactive
power at node i at time t are determined from:

P i; tð Þ ¼ P i� 1; tð Þ � PPV i� 1; tð Þ � Pload i� 1; tð Þ ð37Þ

Q i; tð Þ ¼ Q i� 1; tð Þ � QPV i� 1; tð Þ � Qloadði� 1; tÞ ð38Þ

All the above time varying quantities, quantifying the technical problem under
consideration, are examined on a per hour basis over the year of reference. The
relevant graphs depict their hourly variation taking into account that 1 year contains
8760 h. From the SGC perspective, the information related to the above quantities is
transmitted every hour. Hence, the ECC receives measurements and forwards
possible control commands on an hourly basis too.

If PV generation enhances the AS of an island, both the annual energy produced
(in MWh) by the PV units and the corresponding capacity factor, which is basically
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the utilization rate, should be determined. The annual energy production by the PV
unis is given from [14]

EPV ¼
X8760

t¼1
PPVtotalðtÞ ð39Þ

where PPVtotal tð Þ is the aggregate power produced by the PV units within an hour.
The annual PV utilization ratio is defined as the ratio of the energy actually pro-
duced in the year of reference to the energy that would be produced if the PV units
were operating at their nominal level all the time for the whole year [14], i.e.

CF ¼ EPV

8760 � N � PPV ð40Þ

5 Numerical Simulations

In the numerical simulations, the voltage fluctuations are calculated on an hourly
basis and are plotted for an annual system operation. The aggregate power factor
pftot at the AS bus is also calculated and the relevant percentages are plotted too.

5.1 MV Line Without Any PV Units Connected

In the first simulation scenario—which constitutes the reference scenario—depicted
in Fig. 6, there are no PV units connected to the main MV line:

At the AS bus a compensating reactive power QC, equal to 1.758 Mvar, is
injected. In the first simulation scenario the main MV line is connected only to
loads. The corresponding simulation results are plotted in the following Figs. 7
and 8.

Figure 7 shows the hourly values of the power factor at the bus of the AS,
whereas Fig. 8 shows the corresponding annual percentages. As deduced from

Fig. 6 MV line without PV units
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Fig. 7, the aggregate power factor pftotal (t) ranges from 0.8832 (inductive) to
0.9413 (inductive). The value of pftotal (t) is concentrated around 0.90 (inductive)
since, for approximately 70 % on a year basis, the power factor ranges from 0.89 to
0.91 exhibiting an average value of 0.9068.
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Fig. 7 Hourly power factor values in the MV line without PV units connected

-0.95 -0.94 -0.93 -0.92 -0.91 -0.9 -0.89 -0.88
0

5

10

15

20

25

30

35

an
nu

al
 p

er
ce

nt
ag

e(
%

)

power factor

Fig. 8 Annual percentage of power factor values in the MV line without PV units connected
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Simulation results concerning the voltage fluctuations at various nodes are given
in Figs. 9, 10 and 11. Figure 12 shows the annual time percentages during which
the voltage fluctuations at the critical nodes of the MV line exceed the specified
limits.
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Fig. 9 Voltage fluctuations at node 3 of the MV line without PV units connected
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Fig. 10 Voltage fluctuations at node 6 of the MV line without PV units connected
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Fig. 11 Voltage fluctuations at node 8 of the MV line without PV units connected
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Fig. 12 Annual time percentages during which the voltage at the nodes of the MV line exceeds
the specified limits without PV units connected
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Concluding, at nodes 0, 1, 2, 3, 4, 5 the voltage fluctuations never exceed the
specified ±5 % limits, whereas at nodes 6, 7, 8 these limits are exceeded for very
small annual percentages.

5.2 MV Line Enhanced with Eight PV Units
Without Control

In this simulation scenario, eight PV units are connected to the MV line at nodes 1
to 8. The MV line configuration is illustrated in Fig. 13.

This scenario examines how the incorporation of the PV units affects the
operation and performance of the main MV line. The relevant simulation results
concerning the power factor at the bus of the AS are given in Figs. 14 and 15.

As observed from Fig. 14, the power factor at the bus of the AS ranges from
0.8222 (inductive) to 0.9404 (inductive). Figure 15 shows that pftotal (t) experiences
greater variance, possibly due to the active power injected by the PV units, as the
reactive power of PV units is zero. The average power factor is evaluated 0.8942
(inductive). The voltage fluctuation results at three indicative nodes are also eval-
uated under the reference scenario and are plotted in Figs. 16, 17 and 18. Figure 19
shows the annual time percentages during which the voltage at each node of the
MV line ranges outside the specified limits.

As readily observed from the indicative Figs. 16, 17 and 18 and summarized for
all the nodes in Fig. 19, the voltage fluctuations at nodes 3, 4, 5, 6, 7, 8 exceed the
acceptable limits. As observed from Figs. 16, 17 and 18, the 105 % threshold is
significantly exceeded, whereas, as observed from Fig. 19, the relevant annual
percentages are quite high. In general, incorporating PV generation can deteriorate
the power factor at the bus, increasing both its range and variance. More impor-
tantly, the voltage fluctuations at the POIs of the PV units exceed the specified
limits for quite high annual percentages.

Fig. 13 MV line with 8 PV units without control
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Fig. 14 Hourly power factor values in the MV line with 8 PV units connected without control
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Fig. 15 Annual percentage of power factor values in the MV line with 8 PV units connected
without control
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Fig. 16 Voltage fluctuations at node 3 of the MV line with 8 PV units connected without control

Fig. 17 Voltage fluctuations at node 6 of the MV line when 8 PV units are connected without
control
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Fig. 18 Voltage fluctuations at node 8 of the MV line with 8 PV units connected without control
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Fig. 19 Annual time percentages during which the voltage at the nodes of the MV line exceeds
the specified limits with 8 PV units connected without control
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The aggregate annual energy generation of the PV units is

EPV ¼
X8760

t¼1
PPVtotal tð Þ ¼ 6:4511 � 103 MWh ð41Þ

whereas the corresponding annual PV utilization ratio is

CF ¼ EPV

8760 � N � PPV ¼ 6:4511 � 103 MWh
8760 � 8 � 0:5 MW

¼ 18:41% ð42Þ

5.3 Monitored and Managed MV Line with Eight
PV Units Connected

Two important issues have arisen from the previous simulation scenarios. The first
one concerns the power factor pftotal (t) at the bus, which should not, in general,
deviate significantly from 1. pftotal (t) is variable and can be either inductive or
capacitive. This depends on whether the reactive power is injected or consumed.
Νegative pftotal (t) values correspond to an overall inductive behavior of the line
(the line consumes reactive power), whereas positive pftotal (t) values correspond to
an overall capacitive behavior of the line (the line produces reactive power). The
sign of pftotal (t) is the same to that of the total reactive power of the MV line. The
second one concerns the voltage fluctuations levels at the POIs of the PVs to the
MV line which should not exceed the specified limits, i.e. ±5 % in the scenarios
examined.

These issues can be addressed by simultaneously regulating both the compen-
sating power QC and the power factor of the PV units, pfPV, which is assumed
common for all of them. As QC increases, the aggregate reactive power at the bus is
reduced and the aggregate power factor is improved, whereas the voltage at the
POIs of the PV units becomes higher. To reduce such voltage variations, both QC

and pfPV should be combinedly adjusted.
The method proposed in the current chapter to deal with the above issues by

properly managing the related quantities is based on information acquired from all
the critical nodes of the MV segment considered, comprising, among others, the
POIs of the PVs and the POI of the conventional power generator. The relevant data
must be collected by the ECC. PLC is proposed as the communication technology
to transfer this data between the critical nodes of the MV grid and the ECC. In this
framework, DAC units are installed at these nodes, equipped with RTUs to transfer
the required data. All measurements are transferred to the ECC, which, in turn,
performs the computations, determines the relevant parameters and controls
accordingly the nodes of the grid by transferring the relevant commands via the
PLC network. A central controlling entity is expected to perform better as it
monitors the MV grid status in real time and responds by accordingly controlling
the operation of its critical nodes. In the indicative SG scenario examined in
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Sect. 4.3, the topology is the same as the topology depicted in Fig. 13. But, in this
case, a monitoring and control procedure is applied to the critical system nodes. The
necessary monitoring and control data are transferred through the MV segment
employing PLC. The simulation results for the aggregate power factor at the bus
and the voltage fluctuations at several critical nodes of the MV grid are given in the
following figures:

Figure 20 shows that the power factor at the bus of the AS ranges from 0.7512
(inductive) to 0.9404 (inductive), whereas Fig. 21 shows that pftotal (t) is concen-
trated around 0.90 (inductive) with an estimated average value 0.8906 (inductive).
The simulation results plotted in Figs. 22, 23 and 24 show that the monitoring and
control procedure enabled employing PLC data transfer across the MV segment
leads to an almost complete confinement of the voltage fluctuations within the
specified limits, in contrast to the previous operational scenario, where the PV
incorporation to the MV grid was not monitored nor controlled. Figure 25 shows
the annual time percentages during which the voltage at the POIs of the PVs to the
MV line exceeds the specified limits.

It is readily observed from Fig. 25 that the voltage fluctuations at nodes 2, 3, 4,
5, 6 lie always within the specified limits, whereas at nodes 1, 7, 8 they are not.
Comparing these simulation results with the relevant ones when neither power
factor control nor voltage control were done, it is readily deduced that monitoring
and control of the PV units, enabled exploiting the PLC transmission of data
acquired from the critical nodes, results in a significant improvement in the oper-
ation and the performance of the MV segment considered. In fact, the voltage
fluctuations at nodes 1 and 7 exceed the specified limits for a practically insignif-
icant annual percentage and only the voltage at node 8 exhibits severe fluctuations.
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Fig. 20 Hourly power factor values in the MV line with 8 PV units connected with control
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Fig. 21 Time Percentages of the power factor in the MV line with 8 PV units connected with
control

Fig. 22 Voltage fluctuations at node 3 of the MV line with 8 PV units connected with control
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Fig. 23 Voltage fluctuations at node 6 of the MV line with 8 PV units connected with control
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Fig. 24 Voltage fluctuations at node 8 of the MV line with 8 PV units connected with control
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The annual PV generation under this scenario is

EPV ¼
X8760

t¼1
PPVtotal tð Þ ¼ 5:9415 � 103 MWh ð43Þ

whereas the corresponding annual PV utilization ratio is

CF ¼ EPV

8760 � N � PPV ¼ 5:9415 � 103 MWh
8760 � 8 � 0:5MW

¼ 16:96% ð44Þ

Both the above quantities are slightly reduced compared to the non controlled
PV operation because the PV units do not operate at 100 % efficiency for certain
time periods, thus reducing their output power, commanded to do so by the SG
controlling mechanism.

6 Design Guidelines for the PLC Based SG
Scheme to Monitor and Control the Distributed
PV Units

Though any competent SGC technology could be adopted to offer the proposed
monitoring and control mechanism, PLC has been chosen to move information and
commands through the MV segment considered in order to monitor and control the
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Fig. 25 Annual time percentages during which the voltage at the nodes of the MV line exceeds
the specified limits with 8 PV units connected with control
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operation of dispersed PV units. In this framework, DACs are installed at the
critical nodes, namely at the POIs of PV units and of critical loads. The RTUs that
monitor the loads behavior measure the corresponding active power Pload(i, t),
reactive power Qload(i, t) and voltage at the relevant POIs. The RTUs employed to
monitor the PV units measure the solar radiation G(i,t), the ambient temperature
Tamb(i, t), the produced active power PPV(i, t), the reactive power QPV(i, t) and the
voltage V at their POIs. The relevant measurements are concentrated in the cor-
responding DACs, which convey them to digital data and forward them to the ECC.
There the necessary calculations required to support the decision making proce-
dures are performed. These calculations concern the aggregate power factor pftotal
(t), the compensating power QC required at the bus, and the pfPV at the POIs of the
PV units. The updated values of pfPV are sent to the DACs of the PV units.
Therefore, a full duplex communication between the ECC and the dispersed DACs
is required, which, in the SGC scenario adopted in the current chapter, is imple-
mented employing PLC via the MV line. The DACs send information from the
loads and the PV units to the ECC and the ECC sends the control commands to the
DACs that adjust the parameters of the corresponding PV units. If convenient, the
DACs may be embedded in the PLC units employed, requiring only one SG unit.
For greater flexibility DACs and PLC units can be installed independently and
communicate employing a short range wireless technology. This gives rise to a
hybrid W-PLC communication platform.

Under steady state operating conditions, the transmission rates required for
monitoring and control are low, of the order of several hundreds bps per node and
of few kbps for the entire PLC network. This is because the transferred data volume
is low and monitoring signals are uplinked, analyzed and presented at the ECC at a
low operational frequency. The data volume in the specific SG application is low
since there is no need for broadband data transmission. Moreover, the relevant
packet transmission delay does not create any problems.

On the other hand, when transient phenomena occur, such as short circuits or
disconnection—connection events of either PV units or loads, etc., the nodes must
be continuously monitored by the SGC network, so that the power system can adapt
to the new conditions. The transmission rates can be higher than the previous ones,
because they must adapt to a more frequent transmission of data necessary for
proper monitoring. Moreover, the volume of data becomes higher than in the steady
state. In the downlink transmission the situation may be substantially differentiated
compared to steady state operation (e.g. exchange data with the critical nodes more
frequently), while, in this case, it is critical to keep the round trip delay low to avoid
congestion phenomena and keep the SGC network availability at high levels.

To determine the various communication characteristics of the SGC network, it
should be taken into account that the following measurements are required at each
node:
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• Active power
• Reactive power
• Output voltage
• Output current

Because, in general, the MV grid is a three-phase power network, every mea-
surement produces 3 × 4 = 12 numerical values. If 5 bytes are required to represent
each numerical value with acceptable accuracy, 60 bytes per measurement are
required. Assuming that, due to the small packet size, the network layer introduces
a 100 % overhead, the overall traffic created per measurement is 120 bytes.
Assuming additional overhead due to encryption, error-control and data link layer
operation, the total traffic created per measurement is of the order of few hundred
bytes. Assuming a sampling rate of the order of one measurement every 15 min, a
1–3 Kbps link can reasonably transfer that kind of information to the ECC in less
than 1 s, which is a delay acceptable for applications such as the connection of PV
units to the MV power grid. It should be noted that the computations required at the
ECC by the control mechanism may take tens of seconds to complete. In the worst
operational scenario, that is when all the PLC nodes send their data simultaneously
to the ECC, an MV line, comprising 5–15 nodes, requires a PLC transmission link
with capacity ranging from 10 to 30 Kbps. Such simultaneous node communication
with the ECC is needed when all the nodes exceed the specified operational limits
and the ECC must apply the control procedure to all of them. The latter analysis
concerns the uplink.

The most critical requirement from an SG monitoring and control scheme is to
ensure high availability. In Fig. 18 the most severely affected node, namely node 8,
in the absence of control, exceeds the specified limits for approximately 18 % of
time on an annual basis. This exceedance is significantly reduced, becoming
approximately 13 %, due to the employment of SG. Similarly, the deviation from
the specified limits concerning the operation of the other affected nodes, namely
node 4, 5, 6 and 7, is almost fully compensated by the SG employment

7 Conclusions

The present chapter presents a generic framework to assess the benefits of intro-
ducing smart grid PLC technologies for the incorporation of PV generation units in
the autonomous system of an island. In the study case analyzed it is assumed that the
main MV line of the island under consideration is fed by more PV units than it can
support without control. If such a system is enhanced by PV power generation
without been enhanced by an SG mechanism to monitor and control the distributedly
connected PV units, serious problems may arise affecting the operation of the entire
power network. Since, the most critical requirement from a SG monitoring and
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control scheme is to ensure high availability, the present study confirms that PLC
enabled smart grid can enhance both the availability of the main MV line and the
penetration of PV generation into the autonomous system of an island.
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The Correlation Between Renewable
Generation and Electricity Demand:
A Case Study of Portugal

P.J.F. Torres, L. Ekonomou and P. Karampelas

Abstract This chapter identifies the correlation between renewable electricity
generation and electricity demand using as a case study Portugal. It presents the
Portuguese current electric system, the installed generation capacity, and the
electricity demand pattern for the year 2012. It also presents the 2020 national
strategy for this sector, namely the Renewables Plan of Action, its targets and
challenges. It focuses on the three main natural resources that exist in the country
and describes their technology as well as the technical challenges for the integration
of renewable generation in the electric system. Through this study the effectiveness
of hydro, solar and wind power to meet electricity demand in Portugal is investi-
gated. Statistical data regarding the seasonal and daily availability of the three main
resources, relating them with the electricity generated from those sources and their
correspondent capacity factors are presented. In addition, comparative analyses are
performed between the electricity demand curve, both seasonal and daily, and
statistical data related to the electricity generation from the renewable sources using
both the Pearson product-moment correlation coefficient and graphical illustrations.
The results obtained confirm a correlation between the renewables availability,
namely, hydro and wind power, and electricity demand during a typical year. They
also suggest no correlation between demand and a solar/wind combination during a
24-h period, however, they reveal a complementarity between solar and wind power
availability during a typical day, highlighting the need and advantages of energy
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storage systems and “smart grid” technologies, to adjust electricity generation
curves to demand load curves. The authors strongly believe that this study can be
useful to the development of national strategies for the modern electric power
systems.

1 Introduction

The development of sustainable systems to address the world energy needs has
gone up in the agenda in the past few decades. The causes for this rise were several,
and can be separated in three different dimensions as suggested by World Energy
Council in its understanding of a Sustainable future: Energy Security, Social Equity
and Environmental Impact Mitigation. The fact that a large share of the world’s
fossil resources is concentrated in political instable countries, its inevitable scarcity
in the long-term and the expected increase in world’s population (specially in
emerging countries) and subsequent energy consumption poses as a security
challenge for governments to deal with. The second dimension refers to the level of
uncertainty concerning the affordability of these resources, i.e., the volatility of
fossil fuel prices. The circumstances following the oil crisis in 1973 or more
recently in 2008, when crude oil prices reached a maximum record, showed how
vulnerable, and dependable, economies across the world are from these resources.
In 2010, 81.1 % of the primary energy supply came from fossil fuels, and several
studies indicate a close correlation between GDP and energy consumption [1].
Concerning the environmental impacts from burning fossil fuels, they are well
studied and identified. In some cases, such as ‘acid rains’ or pollutants emissions
from transport and power sector, improved technology has helped mitigating part of
the impacts, but still far from addressing all. In addition, Global Warming has
highlighted concerns regarding GHG emissions and all the potential consequences
associated with a climate change. Whether one consider it as a scientific certainty
(some would argue inevitability) or not, the fact is that it has driven governments
and policy makers around the world and is having a fundamental impact in society,
namely the Kyoto Protocol to the United Nations Framework Convention on
Climate Change in 1997, which is currently in the second phase (2012–2020) and
more recently the European Directive “20-20-20” with binding implications at
national level (EU countries).

The shift from fossil fuels to alternative resources, particularly renewable
sources, is widely seen as the most sustainable and effective way to address future
energy needs. On one hand, they are abundant at a global scale, do not have fuel
costs associated and have reduced environmental impacts (even taking into con-
sideration the entire life-cycle of the systems), on the other hand, they are extremely
location specific and, both technology and its market are still under development,
making them financially less attractive for investors without support mechanisms.
The Electric Power Sector, as one of the most carbon intensive sectors, has been the
object of several policies in order to increase the penetration of renewable sources
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in the electric systems. In 2010, the share of electricity in total primary energy
consumption was 17.7 %, from which 67.4 % was generated from fossil fuels and
only 19.7 % from renewables (16 % from Hydro and 3.7 % from the remaining) [1].
Portugal in particular, does not have any noteworthy fossil fuels resources, how-
ever, it possesses significant renewable resources and has clearly invested in its
harnessing in recent years. In 2012, the share of renewable electricity was 37 % [2],
but it has the ambition of generating 60 % of the electricity from renewable sources
by 2020. According to the National Energy Strategy, the main contributors to
achieve this target will be Hydro, Wind and Solar Power. Besides location and cost,
there are other aspects to have into consideration such as the limitations associated
with renewable electricity generation, especially when dealing with high shares of
penetration. The variability and intermittency of wind and solar resources poses as a
risk/challenge to the management of electric systems. In order to reduce that risk,
new strategies and new investment in ancillary services infrastructure is funda-
mental. On the other hand, Renewable Energy development in Portugal is expected
to have other beneficial impacts such as creating jobs, internationalizing Portuguese
companies within the sector and attract foreign investment, thus contributing for the
growth of national economy.

The present work characterizes the current power sector in Portugal together
with future prospects and targets concerning renewable electricity generation. It
also reviews the three renewable technologies that will have the most impact in the
Portuguese Electricity Mix 2020, Hydro, Wind and Solar Power, and describes the
main issues regarding the integration of large shares of renewable energy in the
electric system. Section 3 presents a case study where the availability of these three
resources is studied and correlated with the electricity demand. The objective of this
study is to investigate the effectiveness that these three resources have to supply
electricity in Portugal, taking into consideration two main aspects: the seasonal and
daily availability of these resources and the typical demand load curve in Portugal.
In addition, this study aims to explore signs of complementarity between these
sources individually or in combination with other technologies, which will allow a
better management of the grid. Ultimately, this study seeks to find options to adjust
the load curve of electricity production from renewable sources to electricity
demand in Portugal. The results of this study intend to provide a closer knowledge
regarding the patterns of renewable electricity generation in Portugal and identify
optimized solutions towards a sustainable electric system in Portugal.

2 Related Work

There have been several studies investigating the penetration of Renewables in
electricity grids, namely the relation between Renewable resources and Peak
Demand, in particular from Wind and Solar power given their variability and
intermittency. Esteban et al. [3] proposed a method to estimate the electricity output
from a dual solar-wind renewable energy system in Japan by analysing the true
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minimum capacity factor that can be expected from such a system, using an his-
torical hourly estimation of the electricity produced by a given solar-wind gener-
ating mix. Hoicka and Rowlands [4] suggested that integrating wind and solar
power in Ontario’s electricity grid could smooth out electricity generation by lev-
elling high and low values. In addition, increasing the number of locations of power
generation from these sources results in less variability, however the study did not
consider the correlation between wind and solar resources and electricity load
demand. Jong et al. [5] analyse the effectiveness of wind power and solar power to
supply electricity to the grid during peak demand periods in that region, by com-
paring the electricity load curve for a typical year and day with statistical data from
wind and solar resources. In Portugal, some studies have been carried out to analyse
the impacts of renewables penetration in the electricity system. Moura and Almeida
[6] studied the correlation between wind, solar and hydro resources in Portugal
through their capacity factors and presents a model to reduce peak demand by
introducing large-scale demand-side management and demand response technolo-
gies. Pina et al. [7] present a model framework capable of optimizing the future
investment in Renewable generation taking into consideration supply and demand
dynamics in Portugal during the period of 2005–2050. The results demonstrate that
by using that model framework, it is possible to avoid overinvestment in infras-
tructure and reduce the surplus of electricity generated by renewables that cannot be
used by the system. Suomalainen et al. [8] conduct an analysis where the energy
systems of two islands in Azores, Portugal, are simulated using a new method
involving synthetic wind speed scenarios. The results show that the location of the
wind turbines should be decided based on where the wind speed patterns better
match demand, instead of selecting the location with the highest mean wind speed.
Jerez et al. [9] present a methodology to identify ideal locations for solar and wind
power. This study takes into consideration the efficiency and stability conditions
necessary to counteract the natural variability and intermittency of these resources.
Krajacic et al. [10] perform a study where it is presented a potential scenario for a
fully renewable electrical system in Portugal, including planning and technical
solutions. The analysis is based on the H2RES software model, with special focus
on intermittent sources such as wind, solar and wave power.

Despite the fact of several solutions being presented in the above analyses, these
studies do not take into consideration the national targets for 2020, and the weight
that each technology will have in the electricity system in 2020 according to the
Government National Action Plan. Instead, they provide solutions for potential
optimized scenarios.
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3 Electric Sector in Portugal

3.1 Evolution and Legal Framework

In 1975, due to a change in Portugal’s political regime, the electric sector was
nationalized. Public institutions were formed to deliver electricity across the whole
territory, which lasted until the 90s. Based on the EU Directive 96/92/CE, Portugal
initiated, in 1995, the liberalization process of the sector and the partial privatization
of EDP (Electricity of Portugal) by redesigning the existing structure, which
resulted on the coexistence of two systems: The electric system for public service,
SEP (regulated) and the independent electric system, SEVN (liberalized). In this
phase, the liberalized market was only for clients with higher consumptions and
higher voltage levels. In addition, an independent institution was also created to
regulate the electric sector, the Energy Services Regulatory Authority (ERSE).

In 2003, new directives were published to arrange the global liberalization
process and inspire a joint market between Portugal and Spain (MIBEL).
Competitiveness framework for the market was finally introduced, which estab-
lished the 1st of July 2007 as the deadline to extend free choice of supplier to all
consumers. This new integrated system included the production and supply activ-
ities, which were carried out under an open and free competition market, while the
transmission and distribution activities, which were also conducted by private
companies, were awarded through public service concessions by the state, to avoid
duplication of networks and consequent costs [11].

3.2 Current Situation

3.2.1 Generation

Electricity production in Portugal is divided in two areas: Ordinary Status Producers
(PRO), which includes production based in conventional fuels and large hydro-
electric power stations, and Special Status Producers (PRE), which involves
co-generation and electricity production from renewable sources. This activity
operates under a liberalized and competitive market and it is open to any investor,
which, through a pure market-based logic, should result in the optimization of the
system and subsequent costs reduction.

Regarding the state, it preserves two main responsibilities: creating favourable
conditions for the electricity market functioning and supressing market failures
concerning electricity demand by monitoring closely the electric sector and inter-
vening whenever necessary making sure that demand is met, e.g., public conces-
sions. Producers can sell electricity to final consumers, through bilateral contracts,
to licensed suppliers, through organized electricity markets such as MIBEL or, in a
smaller scale, to the system operator (ancillary services necessary to maintain the
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system operational). Besides these options, producers in the special regime
(PRE) can also sell their electricity to the Last Resource Suppliers (CUR), which
exist to guarantee that supply of electricity is available to all consumers, especially
vulnerable ones. These suppliers are subject to regulation with fixed tariffs and are
expected to exist until the electricity market reaches a certain state of maturation.

Finally, it is also important to refer that in order to mitigate environmental
impacts from the electric sector and to meet the European targets for 2020, there are
financial support mechanisms for electricity production from renewable sources,
which have been the main driver for the increase of this type of generation in the
past years and will be addressed later in this chapter [12].

3.2.2 Transmission

National Electric Network (REN) has the concession, in a public service regime, to
explore the National Transport Network (RNT) in Portugal, which is responsible for
the transmission of electricity from large power stations to the distribution network,
or, in some cases, directly to large consumers due to economic and technical
advantages.

This High Voltage network is also interconnected with Spain allowing electricity
exchanges between both countries, which besides increasing safety and security to
the operation, has the potential to result in economic benefits by promoting com-
petition between a wider range of producers (MIBEL). REN is also responsible for
the global management of the system with focus in the coordination of all infras-
tructures and in providing ancillary services to ensure an optimal operation of the
system [13].

3.2.3 Distribution

Distribution networks, which operate at Medium and Low Voltages, transport
electricity from sub-stations to the point of use, i.e., final consumers. EDP
Distribution has the concession, also in a public service regime, to explore the
National Distribution Network (RDT) in Portugal and their main responsibilities are
the operation, maintenance and up-grade of the network ensuring safety, reliability
and their efficient connection with other networks.

The recent increase of PRE’s also contributes for the overall importance of these
networks, since most of their production is directly connected to the distribution
networks, adding reliability and safety issues to the operation. Is therefore important
to monitor and control the electricity flow in the grid and ensure that PRE’s have
adequate connections to the network [12].
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3.2.4 Supply

Suppliers are, for the majority of consumers, who presents them with the final
electricity bill, which includes electricity production costs, costs associated with the
several services provided by the electric sector (transmission and distribution
charges), support mechanisms for PRE’s, and government taxes (VAT and envi-
ronmental taxes).

Suppliers’ role is to buy electricity, either directly from producers or through
organized markets such as MIBEL, and then sell it to the final consumers in the
retail market. MIBEL, the Iberian wholesale electricity market, consists of two
organized markets: the Spot Market with daily transactions and intraday adjust-
ments, and the Futures Market for long-term contracts (Forward/Derivatives).

Concerning consumer options and protection, there are seven licensed suppliers
currently operating in Portugal, and switching supplier is facilitated through leg-
islation and based on the market principles with no extra cost to the consumer. In
addition, Last Resource Suppliers (CUR), which work under a regulated frame-
work, ensure supply of electricity to all consumers [14].

3.2.5 Regulation

Energy Services Regulatory Authority is the independent regulator that is respon-
sible for the electric sector. The main responsibilities are: to protect the consumer’s
interests, especially the most vulnerable, in terms of electricity price, service
quality, access to information and security of supply; promote competition between
the several stakeholders acting in the electricity markets; contribute for a gradual
improvement of economical and environmental conditions in the electric sector; and
arbitrate and settle potential disputes between stakeholders [14].

3.3 National Energy Strategy 2020

Electricity consumption in 2012 was 49.1 TWh, which represented a decrease when
compared with 2011 (53.1 TWh) and 2010 (55.0 TWh) [2]. Analysing demand in
2012 is useful to understand the future system since recent projections to 2020
indicate no substantial growth in the consumption rate, estimating to reach 52.0
TWh in 2020, making this year a fair baseline year [15]. Figure 1 shows total
electricity consumption by fuel, indicating that 37 % of the consumption was
supplied by renewable sources.

From Fig. 1 it is also possible to extrapolate unfavourable hydrologic conditions
since 2010 by analysing the decline in generation from Hydro, which was mainly
filled by coal-fired generation and imports.
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Concerning peak power demand in 2012, it reached 8531 MW in February, with
an annual average of 7445 MW, which has also been decreasing since 2010.
Figure 2 indicates the installed capacity evolution in the last 10 years reaching to
18.546 MW in 2012 [2]. It is also interesting to see the relation between the total
installed capacity evolution and the increase of Special Status Producers, which
correspond mainly to capacity from renewable sources (does not include large
Hydroelectric, >10 MW). There has been a substantial increase in the installed

Fig. 1 Evolution of consumption in Portugal by fuel type [2]

Fig. 2 Evolution of installed capacity and peak load in Portugal by fuel type [2]
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capacity to address a relatively low increase in peak demand, highlighting some of
the issues involving the renewable sources, i.e., its variability and intermittency.

European Commission has defined the Portuguese targets according to the
“20-20-20” European global target, which varies from country to country. Portugal
is expected to reduce the primary energy consumption by 25 % through energy
efficiency measures, and to have 31 % of the primary energy consumption from
renewable sources and a sub-target concerning energy used for transport, which
should be 10 %. In order to deliver both targets, the government introduced two
programs: National Action Plan for Energy Efficiency (PNAEE) and the National
Action Plan for Renewable Energy (PNAER), which have already been made
legally binding.

For the electric sector, Portugal is being more ambitious setting a target of 60 %
of electricity consumption from renewable sources, against the 55 % required by the
European targets [16]. In order to meet this target, substantial investment is needed,
which might be an obstacle given the current economical circumstances.
Nevertheless, besides the investment issue, it is also important to address the
availability of the natural resources in Portugal.

Table 1 shows the proposed increase of installed capacity and projected pro-
duction of electricity from each type of generation [16].

From Table 1, it is possible to conclude that Portugal is hoping to meet its targets
by investing mainly in three areas: Solar Power, Wind Power and Hydroelectricity.

Solar Power plays an important role in the Portuguese National Energy Strategy.
The two main features of this type of Renewable energy are: the suitable resource
availability in Portugal and the opportunity to decentralize electricity production
thus reducing energy losses.

The expected photovoltaic installed capacity in 2020 is 1039 MW and a potential
investment in 50 MW of concentrated solar, subject to developments in demon-
strating the economic viability of the technology. In addiction, the R&D conditions
in Portugal are excellent with some interesting initiatives such as Serpa Solar Power
Plant (11 MW) or Moura Photovoltaic Power Plant (46 MW), which was at the time
of commissioning (2008) the world’s largest photovoltaic power plant.

Concerning Wind Power, Portugal has substantially increased the installed
capacity in the last decade, from 1063 MW in 2005 to 4409 MW in 2012 [13]. By
2020, it is expected to reach to 5300 MW, from which 5273 MW is onshore
generation [16]. This focus on Wind Power is part of an integrated plan to take

Table 1 Solar-photovoltaic capacity factor from 2007 to 2012 in Portugal

Installed capacity
2012 (MW)

Installed capacity
2011 (MW)

Increase
(MW)

Production estimate
2020 (GWh)

Annual generation
(GWh)

331 250 172 21

Average installed
capacity (MW)

186 137 99 6

Capacity factor (%) 20 21 20 44
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advantage of the potential complementarity between Pumped Storage Systems and
Wind Power, which results in higher harnessing of wind resources and better
management of the electric system. In the case of offshore generation, it is still
dependant of technological development regarding deep waters. Portugal is cur-
rently testing a 2 MW turbine prototype supported by a floating structure.

Hydroelectric power stations have been an essential part of the Portuguese
electric sector since early times, however, still far from reaching the entire existing
potential. In 2012, the installed capacity in Portugal was 5337 MW, representing
only 50 % of its potential [17]. According to the PNAER, it is expected to reach to
80 % of its potential by 2020. The other fundamental characteristic of this type of
infrastructures is the possibility to integrate reversible capacity to pump water
upstream and working also as an energy storage system. Table 2 shows the evo-
lution of the reversible capacity in Hydroelectric Power Plants in Portugal [16].

Generating electricity from renewable sources in Portugal is supported by a
feed-in-tariff’s mechanism, meaning that producers receive a payment for each unit
of electricity generated and exported to the grid, which is guaranteed by law. The
payment rate is based on several factors such as the type of technology, electricity
output and installed capacity, and is calculated through a complex formula. The
eligible technologies are Wind, Solar, Geothermal, Hydropower and Biomass (in-
cludes Biogas), with each one having a different coefficient Z, which is defined by
the government. There are also limitations regarding the duration of the contract:

• Wind energy: 15 years or until 33 GWh of electricity generated.
• Solar energy (photovoltaic): 15 years or until 21 GWh of electricity generated.
• Geothermal energy: 12 years.
• Biogas: 15 years.
• Biomass: 25 years.
• Hydro-electricity: 25 years.
• Wave energy: 15 years.

Concerning the costs associated with renewable generation, the grid operator
makes the payment to the producer at an initial stage, which is then passed to final
consumers through the electricity bill, according to legislation [18].

Besides this supporting mechanism, which includes all PRE’s, certain specific
areas need to be addressed for each type of technology in order to help Portugal

Table 2 Evolution of total and reversible installed capacity of hydroelectric power plants

Installed capacity
2005 (MW)

Installed capacity
2012 (MW)

Production estimate
2020 (GWh)

Hydroelectric
(total)

4816 5337 8940

Hydroelectric
(reversible)

537 1088 4004
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meeting the proposed European targets for 2020. These areas were identified by
APREN, the Renewable Energy Association that represents Renewable Energy
Producers in Portugal [19].

Regarding Solar power, the solar resource should be better characterized,
especially by creating conditions to measure the direct radiation that is essential for
solar thermal and concentrated solar. The lack of information regarding this
resource constrains the future development of these technologies in the market.
Also, the licensing process and the financial mechanisms for small-scale generation
should be reviewed and simplified in order to increase the uptake of these tech-
nologies not only by the industrial and commercial sector, but also across homes in
Portugal. It is seen as one way to decentralize electricity production (connected
directly to distribution network), with clear benefits associated with less electricity
losses and a potential reduction of investment in up-grading the existing trans-
mission network.

Wind power faces larger challenges, since it has had a much higher penetration
in the electric sector (it is expected to supply approximately a quarter of electricity
consumption in 2020). Currently with 4407 MW of on-shore installed capacity,
suitable locations concerning the availability of wind resource start to run short.
There are two main solutions, either government starts allowing the installation of
wind turbines in areas environmentally sensitive or even protected, or investment in
offshore generation should be stimulated through specific mechanisms.
Additionally, with such higher contribution, conditions should be provided to ini-
tiate the transition for Wind Power to be included in the electricity market. In Spain,
producers have the option of either having a fixed tariff, or through a market regime
combining the market price with a fixed price. United Kingdom is also planning to
introduce the same principle through the Contracts for Difference (Electricity
Market Reform). Finally, managing the network is also a huge challenge due to the
high contribution of wind power to the electric sector. New infrastructure to support
ancillary services should be provided to address the variability and intermittency
associated with this resource.

The main advantage associated with Hydroelectricity and Pumped Storage
systems is its complementarity with Wind power during low demand hours. With
the estimated increase of renewables in the electric sector, it is vital to address this
type of energy storage systems if Portugal wants to take full advantage of these
resources.

3.4 Integration of Renewables into the Electric System

When increasing the renewable installed capacity for electricity generation, it is also
imperative to study, develop and if necessary re-design the electricity system to
cope with the specific aspects of this type of energy. High shares of renewables in
the electric system result in four types of challenges: transmission requirements,
distributed generation, variability and intermittency.
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Electricity generation from Solar Photovoltaic and Wind Power represent major
issues of potential disturbance in the electricity grid during their normal operation
conditions. Since wind and sunlight availability are not under human control,
integrating the electricity generated from these resources into the grid implicates
managing other controllable types of generation such as Reservoir Hydroelectric
plants, Pumped Storage Systems, or conventional thermal generation. These
operations, which must have very low time response (second-to-minute basis),
include developing new dispatch strategies for ramp mitigation (up or down), load
management, ancillary services for frequency and voltage control, up-grade trans-
mission and distribution networks, development of energy storage technologies and
inclusion of advanced weather and resource forecasts in the dispatch planning
operations [20].

3.4.1 Transmission Requirements

Renewable electricity generation requires a long-term planning. One important
aspect is the transmission network, which must be adapted accordingly to the needs.
Wind and Solar power plants are often located in remote locations far from high
demand centres, such as off-shore wind, on-shore wind in mountains or solar plants
in desert areas, meaning that development of new transmission lines to transport the
electricity generated to points of use is essential to their integration.

Transmission planning is a complex process, since it tends to be influenced by
regional politics. The possibility for a transmission line to transport electricity that
was produced in one country/state, passed through another country/state, to be
consumed in a third country/state makes planning a very sensitive matter, in par-
ticular to land expropriation and costs allocation.

In addition, since these new transmission lines will mainly transport electricity
generated from renewable sources, characterized by being variable and intermittent,
technical issues must be taken into account concerning the selection of the trans-
mission technology to use.

3.4.2 Distributed Generation

Most of the small-scale renewable energy systems are connected directly to the
distribution network. This type of generation is categorised as distributed or
embedded generation and includes systems ranging from photovoltaic panels or
wind turbines in buildings, which have minimal installed capacity, to plants up to
50 MW of installed capacity such as small-scale Combined Heat and Power (CHP),
Wind Farms or Solar-Photovoltaic Power plants. The expected increase of this type
of generation affects the vertical distribution of electricity within the grid infras-
tructure, i.e., instead of electricity being generated in large power plants and
transported via transmission network to the distribution network and subsequently
to the point of use with only one directional flow, this generation is delivered
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directly to the distribution network, causing bidirectional flows disturbances, which
this network is not prepared to manage since initial design did not anticipated such
variations [21].

3.4.3 Variability

Wind and Solar resources variability represent the short-term variations in gener-
ating electricity from these resources, i.e., the fact that their output is not constant,
which can happen because a cloud passes over a photovoltaic power plant, the wind
speed drops instantly, or other similar circumstances. These situations entail par-
ticular challenges to the grid operator regarding the reliability and security of the
electric system.

Grid operators must provide ancillary services to mitigate fluctuations in fre-
quency and voltage on the network. In order to do so, operators instruct generators
to inject either active or reactive power into the grid. These power injections are
usually made by hydroelectric power plants or conventional thermal power plants,
which results in increased wear of the equipment and higher fuel consumption for
the latter. The typical ancillary services include [20]:

• Back-up and reserve capacity. Power plants that can start or stop generation
within maximum 30 min (e.g. Reservoir Hydroelectric plants, Pumped Storage
Systems, Conventional Thermal power plants).

• Spinning reserve. Plants that allow a prompt response for unforeseen demand
variations since they can increase or decrease electricity output in a matter of
seconds (e.g. Reservoir Hydroelectric plants, Pumped Storage Systems).

• Black start capability. The ability of initiating operation in a power plant without
relying on the external electric network is called black start. Hydroelectric plants
are usually responsible for restoring the entire network in case of complete
power cut or failure.

• Regulation and frequency response. Through a continuous control and modu-
lation of active power, plants help supporting momentarily fluctuations in load
(e.g. Reservoir Hydroelectric plants, Pumped Storage Systems, Conventional
Thermal power plants).

• Reactive Power compensation and voltage support. Plants that help to control
reactive power, ensuring that power flows from generation to point of use, and
maintaining voltage through injecting or absorbing reactive power (e.g.
Reservoir Hydroelectric plants, Pumped Storage Systems, Conventional
Thermal power plants).

In addition, grid operators, through close and moment-to-moment monitoring,
must ensure that generation matches consumption at all times, which becomes
particularly critical during times of substantial variation in demand such as early
morning, when people start working, or evening, when people arrive home from
work.
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The provision of these services is not new, in fact, since the establishment of
electricity networks that grid operators adjust frequency and voltage levels in the
grid. This is because even generation from conventional and controllable plants is
variable and cannot act as planned all the time. Also, electricity demand at all times
is impossible to predict with 100 % certainty.

Nevertheless, high penetrations of wind and solar generation substantially
increase the variability in the system, which grid operators are not used to manage
at this scale, so ancillary services must be strengthen, both at the device level as at
the grid operations level. Situations such as when demand variations coincide with
unexpected weather conditions that affect the power output from solar and wind
generation must be considered.

3.4.4 Intermittency

Intermittency, also called uncertainty, differs from variability concerning the time
scale to which they refer. Intermittency relates with the hourly or daily availability
of the resources, which despite of the advanced forecasting methods used nowa-
days, there will always be a degree of uncertainty associated. This uncertainty
affects how grid operators manage the system, which is through a process called
‘unit commitment’ consisting in scheduling the generation of the day ahead, just a
few hours in advance. When actual generation does not meet demand, the grid
operator must balance the difference with reserve capacity (stand-by), which rep-
resents extra costs to the consumers. The increase of electricity generation from
intermittent resources also increases the total reserve capacity necessary to cope
with an eventual shift in weather conditions, thus adding cost to the process.

The ‘unit commitment’ process also involves estimating the necessary reserve
capacity, which becomes more difficult if dealing with stochastic generation, i.e.
whose output is partial uncertain and uncontrollable. The advanced forecasting
methods used nowadays to predict weather conditions (wind speed and sunshine
intensity) help grid operators to schedule and dispatch resources in advance, and to
constantly adjust the scheduled plan, thus optimizing the available resources.
Several ‘advanced unit commitment methods’ are used to support the grid operator
in this process, which can be classified into either heuristic (computer aided
empirical methods where decisions are made accordingly to a pre-defined priority
list) or mathematical programming methods (more rigorous optimization-based
scheduling programmes) that includes both economical and technical parameters in
the decision process [22]. The outcome should be to provide the most cost-effective
solution and at the same time, sufficient flexibility to the system, so that renewable
resources integration neither increases the system unreliability nor an excessive
reserve capacity.
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3.4.5 ‘Smart Grid’ Technologies

‘Smart Grid’ is a term used to describe a planned electrical network that uses
information and communications technologies to operate and manage an electricity
grid. It analyses supply and consumption patterns and acts in accordance, and it is
not just one technology, instead it consists in a series of technologies working
together to improve efficiency, reliability and security in the grid operation [23].

Nowadays, most of the systems rely on coal and gas fired power stations to
balance supply and demand, however, as we move towards a low carbon future,
these plants tend to be replaced by Renewable generation. ‘Smart Grid’ technolo-
gies will play a fundamental role in accommodating high levels of renewable
generation, by mitigating the effects of variability and intermittency. This integra-
tion will rely on three main areas of ‘Smart Grid’ technologies: storage technology,
demand side management and enhanced grid communications systems [24].

Since Renewable generation is intermittent, it is natural for periods of high
production and low demand to take place. In order to take full advantage of this
production, storage systems in combination with higher interconnection between
countries should be in place, allowing this excess of generation during low demand
to be saved and afterwards injected back to the grid during peak demand periods.
The storage systems can either be centralized (e.g. pumped storage systems) or
distributed (e.g. electric vehicles connected to the grid during the night).

Demand side management systems have the capacity of shifting demand during
peak periods, or even reduce it, thus increasing reliability on the grid. By ensuring
that electricity consumption is constantly monitored, these systems incorporate
‘smart’ devices in points of electricity usage (e.g. homes, offices, industry) that
receive information concerning the electricity prices every given moment, allowing
a choice of operating certain household appliances during low cost/low demand
periods (e.g. washing machines, batteries). Another possibility is by reducing the
power output of space heating/cooling equipment during peak demand. In a
large-scale system, with multiple devices connected to the grid, a minor change of 2
or 3 degrees in the system’s temperature (room temperature) during a peak period
allows a substantial reduction in demand.

Finally, to balance supply and demand effectively, ‘smart’ communications
systems must be in place. Such a system would communicate real time information
between the various stakeholders in the network such as providing electricity prices
to demand response devices across the system or reporting and repairing faults in
the network. In addition, a remote centre capable of managing the entire network
would allow real time response to fluctuations in the weather conditions and con-
sequently to electricity production.
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4 Case Study

4.1 Objectives

This case study intends to produce a critical analysis concerning the sustainability
of the Portuguese electric system in 2020, taking into account the increasing share
of Renewables. The specific goal of this research is to investigate the capability of
Wind Power, Solar-Photovoltaic and Hydroelectricity to address electricity demand
in Portugal, by identifying and comparing resource availability, electricity gener-
ation and electricity demand.

4.2 Methodology

This study is based on the statistical analysis of existing data to characterize the
availability of natural resources, namely solar, wind and hydro and relate them with
the electricity demand patterns in Portugal, both seasonal and daily. The elements
used to estimate the availability of natural resources were the global solar irradia-
tion on horizontal surface (W/m2), the wind speed at 10 m height (m/s) and the
volume of water in hydroelectric reservoirs (m3).

The global solar irradiation data for the seasonal analysis was collected from a
meteorological station located in Évora, since the National Energy Strategy favours
the south of Portugal for new solar power investments, as it can easily be under-
stood by Fig. 3a. The second location, used for the daily analysis, was Lisbon,
which is more representative in terms of population with nearly 25 % of Portugal’s
population in only approximately 3 % of the territory. The data collected from
Évora’s Geophysics Centre is the daily average of the global solar irradiation
recorded in the years of 2010, 2011 and 2012 from a solar radiometer with a
temporal sampling of 10 min [25], while the figures from Lisbon derive from
satellite hourly data and are presented as the average day of July 2005 and the
average day of December 2005 [26].

The wind speed data corresponds to the year 2012 and was collected from seven
meteorological stations in different locations across Portugal [28]: “Vila Real”,
“Viseu”, “Penhas Douradas”, “Monte Real”, “Alverca”, Sines” and “Sagres”. The
measurements have a temporal sampling of 3 h and the processed data is presented
as the monthly average wind speed in 2012 for the seasonal analysis, and the
average day of July 2012 and December 2012 for the daily analysis. These par-
ticular stations were chosen based on their location, since they correspond to areas
with already existent sites of Wind Power generation, Fig. 3b.

The hydroelectric water reservoirs data, which is directly related with the levels
of rainfall, was collected from the National information System for Water
Resources in Portugal and is presented in volume (m3). This institution gathers all
the information related with water resources including the average levels of water
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storage in hydroelectric reservoirs and total capacity available. The data used for
this study includes 57 existent reservoirs with their average monthly storage from
1990 to 2011 [30]. In order to better characterize the potential of these resources,
data concerning the electricity generated from each resource [13] (2007–2012) is
included together with the correspondent capacity factor, which is the ratio of actual
output over a period of time to its possible output if it were operating at full time
over that period of time. The capacity factor is given by the equation:

Capacity Factor ¼ Annual Generation
Period of time � Installed Capacity

ð1Þ

where the Capacity Factor is in %, the Annual Generation is in MWh, the Period of
time in hours, and the Installed Capacity in MW.

Concerning electricity demand in Portugal, the data was collected from the REN
—Rede Elétrica Nacional on-line archive [13]. The data refers to the monthly load
profiles in 2012, presented in the form of consumption (GWh) and peak demand
(MW) and the daily load profiles, in winter and summer, which registered the
maximum peak demand in that year. This methodology was adapted from Jong
et al. [5], however, instead of normalizing the values of the resource availability

Fig. 3 a Annual average for global horizontal irradiation in Portugal from 2004 to 2010 [27].
b Locations (X) of the meteorological stations used for the study and the On-Shore Wind Farms in
Portugal 2008 [29]
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against their maximum value, this study uses the normalized value of electricity
generation from each resource. After gathering the available data, a statistical
analysis through normalized values was prepared in order to study the relations
between resources availability and electricity demand during a typical year. The
two methods used to establish potential correlations were the Pearson
product-moment correlation coefficient and through graphical illustration, which
helps to understand better the results of the first method by providing a visual
component to the study. While the graphical illustration shows the seasonal and
daily variation of the parameters against the demand load profile, the Pearson
product-moment correlation coefficient measures the linear dependence between
two chosen variables, and is given by the formula:

r ¼
P

i xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i xi � �xð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i yi � �yð Þ2

q ð2Þ

the coefficient ranges from −1 to 1, where the latter indicates a positive linear
correlation between the variables y and x, i.e., both variables present the same
behaviour (y increases as x increases), and −1 implies a negative linear correlation,
i.e., an inverse relationship (y decreases as x increases or vice versa). The value of 0
indicates no linear correlation between the variables.

In order to use this statistical tool, which only relates two variables, multiple
combinations were created to study their correlation:

• Solar versus Demand
• Wind versus Demand
• Reservoir levels versus Demand
• Solar + Wind (50/50) versus Demand
• Solar + Wind (12/88) versus Demand
• Solar + Wind (50/50) versus Reservoir levels
• Solar + Wind (12/88) versus Reservoir levels
• Solar + Wind + Reservoir levels (5/35/60) versus Demand

While some of the combinations suggest an equal weight for the natural
resources contribution, some combinations take into account the projected contri-
bution of each technology/resource for electricity generation in the National Energy
Strategy for 2020. This consideration was based on installed capacity. Finally,
using both methods, a daily analysis is also presented to study the correlation
between Solar and Wind resources and the daily demand profile, using available
data to characterize a typical winter day and a typical summer day. The following
combinations were used for this analysis:

• Solar versus Demand
• Wind versus Demand
• Solar + Wind (50/50) versus Demand
• Solar + Wind (12/88) versus Demand
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Ancillary information concerning the calculations can be found in the
Appendices. It includes ancillary spreadsheets and data relevant to this study.

4.3 Availability of Resources in Portugal

4.3.1 Solar

Portugal is one of the European countries with the highest solar resources due to its
location in terms of latitude, i.e., proximity to the equator. The average annual solar
radiation ranges from 1450 kWh/m2 in the extreme north to 1900 kWh/m2 in the
south of Portugal while Évora and Lisbon, which were the locations chosen for this
study, have similar outputs of approximately 1750 kWh/m2 [27]. In Fig. 4 it is
possible to understand the monthly variation of the sun as a resource, enhancing the
disparity between winter and summer. According to the data available from Évora
meteorological station, there is a reduction of approximately 75 % of the resource
from July to December.

Figure 5 shows the monthly electricity generation from Solar-Photovoltaic
systems in Portugal from 2007 to 2012. It is possible to observe the continuous
increase in generation every year due to the expansion of these systems in Portugal,
namely the Hércules Photovoltaic power plant in Serpa with 11 MWp commis-
sioned in 2007, and the Amareleja Photovoltaic power plant in Moura with 46
MWp commissioned in 2009. As expected, it also shows a close relation between
the resource availability and electricity generation, with higher output during the
summer months than winter months.

Table 3 presents the capacity factors of this technology from 2007 to 2012. The
first 2 years should be disregarded from any future analysis since the sample level
was reduced in terms of installed capacity, however, the following years show a
consistent value approaching the 20 %, which is high when compared with other
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Fig. 4 Daily solar irradiation average for each month from 2010 to 2012 in Évora meteorological
station
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European countries such as UK (5.5 %) or Germany (8.8 %) in 2011 [31, 32].
Figure 6 demonstrates the daily profile of the solar resource pattern during July and
December 2005. It also shows the difference in the duration of day concerning
sunlight. The highest duration of daylight for a summer day is 14 h 52 min while for
a winter day is 9 h 27 min [33].

4.3.2 Wind

Contrasting with solar resources, most of the Wind Power sites are located in the
north of Portugal with some exceptions in the southwest coast. This study only
takes into consideration on-shore wind potential since offshore is still in a devel-
opment phase with few elements to characterize with accuracy the wind behaviour
in the Portuguese sea. However, it is fair to assume that developments in this area
will contribute for an increase of the wind potential in Portugal. Figure 7 illustrates
the average wind speed per month during the year of 2012 in Portugal, considering
seven strategic locations across Portugal identified as favourable sites for Wind
Power generation, and the monthly electricity generation from all the Wind Farms
in Portugal in the same period. Concerning the relationship between wind speed and
electricity generation, one can observe that, unlike the rest of the year where
generation and wind speed have a linear behaviour, the summer months have

Table 3 Solar-photovoltaic capacity factor from 2007 to 2012 in Portugal

2012 2011 2010 2009 2008 2007

Annual generation (GWh) 331 250 172 139 30 21

Average installed capacity (MW) 186 137 99 63 31 6

Capacity factor (%) 20 21 20 25 11 44

Fig. 5 Monthly electricity generation from photovoltaic systems in Portugal (2007–2012)
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meaningful deviations in these two parameters. There are several possible reasons
for this situation, one is the fact that during summer, wind distribution is highly
influenced by breezes, especially in the coast, increasing the variability of wind
during this season by having longer calm periods followed by high speed periods,
which influence electricity output due to turbines cut-in and cut-out speeds.

Figure 8 shows the electricity generation from Wind Power in Portugal. The data
relates to 6 years (2007–2012). It shows that wind as a resource, is available during
the entire year, although not regular. Some discrepancies can be observed, namely
in 2011, where generation plummeted from March until May, rise until July,
dropped again until September, and finally rocked again reaching to its maximum
output in November. This random behaviour can also be observed in the other
years, however, in a more general interpretation, it is possible to register a slight
increase of generation during winter rather than in summer months. Table 4 pre-
sents the capacity factor for each year, which shows a very regular annual reading

Fig. 6 Hourly solar irradiation average in Lisbon for the average day of July and December 2005
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varying from 26 to 29 %, highlighting some of the aspects already referred such as
the availability of the resource during the year, suggesting similar resource con-
ditions year after year. These figures reflect the favourable conditions for Wind
Power in the Portuguese territory, especially if compared with other European
countries such as UK (29.8 %), one of the countries with better conditions for Wind
Power, or Germany (19.3 %) in 2011 [31, 32].

Figure 9 demonstrates the daily profile of the wind resource pattern during July
and December based on the data gathered from the meteorological stations.

Fig. 8 Monthly electricity generation from Wind Power in Portugal 2012

Table 4 Wind power capacity factor from 2007 to 2012 in Portugal

2012 2011 2010 2009 2008 2007

Annual generation (GWh) 10015 9008 9022 7497 5671 4002

Average installed capacity (MW) 4138 3892 3530 2991 2259 1706

Capacity factor (%) 28 26 29 29 29 27

Fig. 9 Hourly Wind Speed Average for December and July 2012
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4.3.3 Hydro

Rainfall is the most important feature to assess the reservoir levels and its char-
acterized by its variability across the Portuguese territory. While in the North of
Portugal, some locations can reach to 4000 mm per annum with an annual average
of approximately 2200 mm, the centre and south regions range from 800 to 450 mm
per annum. Another feature of the precipitation regime in Portugal is that
approximately 70 % of the rainfall occurs between the months of November and
April inclusive, as shown in Fig. 10.

Fig. 10 Average precipitation (1971–2000) and precipitation in 2010, Portugal [35]
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It is possible to understand the connection between the seasonal pattern of
rainfall and the water availability in reservoirs (Fig. 11), i.e., a higher capacity
during winter and spring. It is also important to mention that electricity production
is not the only purpose of these reservoirs, which also include clean water supply
for populations, agriculture, commerce, industry and supporting existing
ecosystems.

In Fig. 12, it is possible to observe the electricity generation from hydroelectric
plants from 2007 to 2012. It shows a fairly regular pattern with higher generation in
the winter season than summer matching with the rainfall occurrence in Portugal.

Regarding the capacity factor for Hydroelectricity in Portugal, Table 5 presents
very different years concerning the annual electricity generation. Unlike the other
two renewable sources, which show similar resource availability throughout the
studied years, i.e., similar capacity factors, Hydro outputs indicate a wide range of
values varying from 47 % in 2007 to 13 % in 2012, resulting in huge differences
between “wet and dry” years. In 2010 and 2007, there were very good meteoro-
logical conditions for electricity generation, while 2012 conditions resulted in the
poorest year for Hydroelectricity.

Fig. 12 Hydroelectricity generation in Portugal from 2007 to 2012

Table 5 Hydroelectricity capacity factor from 2007 to 2012 in Portugal

2012 2011 2010 2009 2008 2007

Annual generation (GWh) 6442 11832 16242 8719 7087 10240

Average installed capacity (MW) 5523 5189 4986 4970 4956 2478

Capacity factor (%) 13 26 37 20 16 47
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4.4 Variation of Electricity Demand in Portugal

In 2012, the average peak demand was 7445 MW with the maximum of 8531 MW,
which happened in middle February [13]. Identical to most of the European
countries, there is a correlation between electricity demand and daily temperatures,
with higher demand happening in the winter months. Besides showing the annual
pattern of electricity peak demand, Fig. 13 also shows the consumption in 2012.

Concerning the daily profile, Fig. 14 confirms the variation between the winter
and summer patterns, which can be explained by the increase of heating systems
connected to the grid in the winter season, especially during the night hours where
temperatures tend to drop and population is back from work to their homes, and at
the beginning of the day when most of space heating systems, namely commercial
and offices buildings, start operating some time before the arrival of workers.
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Fig. 13 Monthly electricity consumption and maximum peak demand per month in Portugal 2012

Fig. 14 Daily electricity demand profile in Portugal (23rd January and 8th July 2013)
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4.5 Findings and Discussion

The calculated Pearson correlation coefficients can be found in Table 6. This par-
ticular analysis shows a substantial positive correlation between both Wind power
(0.623) and Hydro (0.709), and the yearly electricity demand, while Solar power
has a negative correlation concerning the yearly demand pattern (−0.788). These
results indicate that, individually, Wind power and Hydro availability follow the
demand load curve throughout the year with higher outputs during the winter
season and lower outputs during summer season, while Solar power has its max-
imum output during the summer season. Since Wind and Hydro are expected to
supply the largest share of renewable electricity, it is also important to study their
complementarity, not only concerning the operational aspect (day/night generation
with storage capacity), but their resource availability. It would be beneficial if there
was a negative correlation between these two sources, since they could complement
each other during the year, however, for the Portuguese case, these two resources
tend to co-exist during the same periods of the year, even without a significant
correlation (0.354), i.e., higher availability from both during the winter than sum-
mer months. By contrast, Solar power possesses that complementarity, however,
the share of this renewable source in the overall electric system is still modest to
produce that desirable effect. Finally, the combination of the three resources
according to their projected installed capacity in 2020 indicates a positive corre-
lation with the demand load curve in Portugal (0.762).

In addition to the Pearson correlation coefficients, which show a fairly solid
correlation between the proposed combination of renewable sources and electricity
demand in Portugal, the graphical illustration (Fig. 15) allows a broader analysis by
showing the variations of the four parameters during a typical year.

The Solar power availability varies approximately 70 % between July and
January in a typical year, while Wind power shows a variation of approximately
50 % between its maximum (December) and minimum values (September). As
stated previously, these resources could complement each other to a certain extent,
i.e., if both sources contributed equally to the final electricity mix, since electricity

Table 6 Results of the Pearson product-moment correlation coefficient for annual analysis

Pearson correlation coefficient

Solar versus Demand −0.788

Wind versus Demand 0.623

Hydro versus Demand 0.709

Solar and Wind versus Demand (50/50) −0.492

Solar and Wind versus Demand (12/88) 0.515

Solar and wind Versus Hydro (50/50) −0.577

Solar and Wind versus Hydro (12/88) 0.354

Solar and Wind and Hydro versus Demand (5/35/60) 0.762
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output from Solar is higher during the summer and lower during the winter, while
Wind power register the opposite pattern, i.e., lower during the summer and higher
during the winter.

Hydroelectricity output varies nearly 45 % during a typical year, with January as
maximum and August as minimum values, which confirms the rainfall patterns and
hydro reservoir levels in Portugal.

This assessment highlights the summer season as critical with respect to elec-
tricity supply from renewable sources. Electricity demand varies around 23 %
during the year reaching its lowest value in August also coinciding with the lowest
value of Hydro and during the lowest period of Wind. However, the variation in
demand is lower than the variation in the electricity production from these sources,
which entails a potential supply deficit in this period. This phenomenon can be
observed in Fig. 16, which also takes into consideration the projected installed
capacity of each source.

Fig. 15 Monthly variation of each resource availability normalized to their maximum value and
the normalized electricity demand curve

Fig. 16 Monthly variation of the renewable combination (5-35-60) normalized to their maximum
value and the normalized electricity demand curve
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It is possible to observe a substantial decrease in the renewables contribution for
this particular combination in the summer months, mainly due to a low share of
Solar power (5 %). The inclusion of storage unit systems can mitigate this effect by
adjusting as much as possible the production curve to the demand curve, since the
ideal would be to have two curves linearly alike. Concerning the Portuguese case,
the investment in pumped storage systems associated to hydroelectric reservoir
plants seems natural, given the potential for these systems in Portugal. In 2020, it is
expected to be in operation a total of 4004 MW of reversible capacity, which will
allow a better management of the reservoirs levels taking them closer to their
maximum storage capacity expressed in Fig. 11 during the high availability months,
in order to increase production during the low availability months.

Concerning the daily profile analysis, the Pearson Correlation coefficients are
shown in Table 7. The results indicate a positive correlation between Solar avail-
ability and electricity demand, especially during the summer (0.775), while Wind
power availability has a moderate negative correlation with daily electricity demand
during the entire year. In a potential combination with equal contribution from Solar
and Wind sources, there would be a significant positive correlation with demand,
however, with the expected contribution of these sources in 2020, there is a minor
negative correlation between them and demand during the year, with coefficients of
−0.248 during the summer and −0.343 during the winter.

The graphical illustration allows a better examination of the daily behaviour of
these parameters. In a typical winter day (Fig. 17), the solar availability, which
follows the hours of daylight, starts from 8 h, reaches the maximum output between
12 and 13 h, and ends between 18 and 19 h. The output level describes an
arc-shaped curve consistent with the Sun intensity during the day, and zero during
the night. On the other hand, Wind power shows opposite behaviour, with higher
electricity output during the night and a considerable decrease during daytime,
which enhances some complementarity between these two sources. Concerning the
daily demand curve, it rises substantially from 7 to 10 h, coinciding with he
beginning of the day, and maintains a constant value during daytime until 18 h,
from which it peaks around 20 h and starts falling up to 40 % of the value, during
night-time.

Table 7 Results of the Pearson product-moment correlation coefficient for daily analysis

Summer Winter

Pearson correlation
coefficient

Pearson correlation
coefficient

Solar versus Demand 0.775 0.452

Wind versus Demand −0.566 −0.401

Solar and Wind versus Demand
(50/50)

0.805 0.442

Solar and Wind versus Demand
(12/88)

−0.248 −0.343
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As stated previously, Wind availability has a moderate negative correlation with
demand, which can be observed in the graph, with higher levels of wind during the
night when demand is lower, and when demand is higher, one can observe a
reduction in availability from Wind registering its lowest point at 12 h. The
exception happens during the peak period from 18 to 21 h in winter, where wind
can play a fundamental role concerning demand response. In addition, Portugal has
planned a proportional growth between Wind Power capacity and reversible
capacity via pumped storage systems in order to make better use of the electricity
produced by wind turbines during the night for later use during periods of peak
demand.

Regarding Solar power availability, it coincides with daytime, which is a period
of stable high demand. It provides the right curve to assist demand during daytime
(between 8 and 18 h), especially the rise in demand in the morning period between
8 and 10 h. However, it cannot support the peak demand in a winter day that
happens around 20 h, unless other technologies are put in place such as high
capacity batteries or thermal energy storage, in order to extend the daily operational
period of these systems. Besides Photovoltaic power plants, which provide elec-
tricity in larger scale, small-scale PV systems equipped with batteries can offer the
appropriate solution for homes since electricity consumption is higher during the
evening when people arrive from work or school, than during the day. There are
also other successful examples in Solar power that can be considered for Portugal
such as Concentrated Solar Power. Solana power plant in Arizona, USA, has an
installed capacity of 280 MW and 6 h of molten salt thermal energy storage
allowing electricity to be dispatched as needed, even during the night [34].

There is a significant variation in the three parameters from winter to summer,
especially in availability levels, and not so much in the curves configuration.
Figure 18 shows a substantial increase in Solar power availability either in intensity
and number of hours, which goes from 7 to 21 h. In addition to this increase,
demand curve also suffers some variations such as a reasonable constant reduction
throughout the entire day, but especially, a considerable reduction during the period
from 18 to 21 h. While peak demand in winter happens at 20 h, in the summer, it

Fig. 17 Hourly variation of solar and wind power in a winter day normalized to their maximum
value and the normalized electricity demand curve for the maximum peak demand in January 2013

The Correlation Between Renewable Generation … 147



shifts to 16 h, making Solar power a more effective solution in this season. Wind
power availability in summer suffers a large reduction when compared with winter
figures, but maintains the same daily behaviour producing more electricity during
the night than during the day. It registers a reduction of 29 % from its maximum
point at 23 h to its minimum point at 12 h.

Wind and Solar power demonstrate the same degree of complementarity
between each other, also shown in the seasonal analysis, i.e., when Solar output is
maximum, Wind output is minimum (daytime), and vice versa. This situation, in
particular Wind power generation, reflects the strategy developed by Portugal
regarding the increase of pumped energy storage systems, which also address other
concerns, namely the variability and intermittency of electricity generated from
these sources. This hybrid system between Wind power and pumped energy storage
systems (usually coupled to reservoir hydroelectric plants) can provide the neces-
sary reliability and security to the electric system since Hydroelectric power plants
can promptly adjust electricity generation output to meet unexpected variations on
demand or back-up sudden fluctuations in Wind and Solar output, either due a
Wind speed drop or clouds passing through a Solar power plant.

4.6 Limitations of the Study

Although this research was carefully prepared, there are unavoidable limitations,
which are associated with the collection of data relevant to this study. The data
regarding electricity production allows a reasonable understanding of patterns since
it provides information concerning the last 6 years, however, the data concerning the
availability of natural resources, namely solar irradiation, wind speed and rainfall
have some temporal limitations, which potentially affects the final results. This
situation was due, either to unavailable data to general public, or to inexistent data.

Fig. 18 Hourly variation of solar and wind power in a summer day normalized to their maximum
value and the normalized electricity demand curve for the maximum peak demand in July 2013
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5 Conclusions

This study shows that Portugal possesses consistent renewable energy sources for
electricity generation, namely Hydro, Solar and Wind Power, with high capacity
factors when compared against other European countries. It also describes the
typical seasonal and daily patterns of these resources availability identifying critical
periods. The conditions for electricity generation in winter months are more
favourable for Hydro and Wind power due to higher levels of rainfall and constant
wind speed, while summer months favour Solar power. Electricity demand in
Portugal is higher during the winter months than during summer time, which
coincides with the resources availability, namely Wind and Hydro, the two main
contributors or renewable energy in the current Portuguese system.

It is noteworthy the fact that, unlike Solar and Wind power capacity factors that
are reasonable constant year after year, varying respectively, 5 and 3 % in the last
6 years, Hydroelectricity generation has much higher variations, e.g., the capacity
factor in 2007 was 47 % while in 2012 was 13 %.

Moreover, on one hand, this study establishes a reasonable positive correlation
between a combination of these three sources and electricity demand in Portugal
during a typical year, on the other hand, the daily analysis shows no correlation
between the combination of Solar/Wind power and electricity demand. Meanwhile,
if the sources are studied individually, Solar power has a significant positive cor-
relation with demand, while Wind power has a considerable negative correlation
during a typical 24-h period.

Currently, Portugal already has a surplus capacity of wind power during nights,
which has the tendency to increase since the national strategy foresees additional
investment in this technology, and Solar power is a valid option to assist electricity
demand during daytime given its load production curve, but cannot cope with
demand during nigh time. These situations indicate a potential complementarity
between Wind and Solar power during a typical day and require a proportional
investment in energy storage systems, namely pumped storage systems or other
emergent technologies such as high capacity batteries or thermal energy storage, in
order to take full advantage of existent resources.

In order to address concerns regarding reliability and security of the grid, the
investment in pumped storage systems should happen alongside with an increase in
hydroelectric capacity, which is still at 50 % of its potential. Given the character-
istics of these plants, they can work either as base load plants or peak load plants
and provide the necessary ancillary services to the Grid Operator. In addition,
investment and development of “smart grid” technologies will have an unques-
tionable positive effect in electricity consumption, i.e., providing the Grid Operator
with more management options such as to adjust demand to supply instead of only
the opposite.

Other studies could be performed considering the total energy storage capacity
necessary to cope with the proposed 2020 electric system with 60 % of renewable
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generation, and further in time, to a potential 100 % renewable electric system.
Such work could also provide an estimation of the costs and level of investment
associated with such a system.
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A Robust Iterative Learning Control
Algorithm for Uncertain Power Systems

Marina Vassilaki

Abstract Learning control is an iterative approach to the problem of output
tracking for processes that are repetitive in nature and operate over fixed time
intervals. The adaptability of the control law to changes of model parameters, to
unmodelled dynamics and to nonlinearities of real systems has been proven valu-
able for applications in management and control of components of production and
distribution networks. The ILC problem is converted to the design problem of the
linear approximation parameters of the input function in a subspace spanned by a
set of basis functions. Results on positive invariant sets of linear discrete-time
systems allow for the development of a robust ILC algorithm that deals with the
uncertainties in the systems model and the restriction of the input and output spaces.
The method is presented in view of applications in the management and control of
components of production and distribution networks such as Active Power Filters,
Inverters for interfacing with renewable energies microgrids and wind turbines.

Keywords Stability � Iterative learning control � Harmonics elimination � Positive
invariance

1 Introduction and Problem Statement

Learning control is an iterative approach to the problem of output tracking for pro-
cesses that are repetitive in nature and operate over fixed time intervals. The adapt-
ability of the control law to changes of model parameters, to unmodelled dynamics
and nonlinearities of real systems has been proven valuable for applications in
management and control of components of production and distribution networks. In
the case of series connected PV inverters the control action aims at grid voltage
compensation [7, 8]. The control system ensures that load voltage is auto synchro-

M. Vassilaki (&)
Department of Electrical Engineering Educators, ASPETE,
14121 Heraklion, Athens, Greece
e-mail: mvassilaki@aspete.gr; vassilaki.m@hotmail.com

© Springer-Verlag Berlin Heidelberg 2016
P. Karampelas and L. Ekonomou (eds.), Electricity Distribution,
Energy Systems, DOI 10.1007/978-3-662-49434-9_6

153



nized with the grid voltage even in the case of grid frequency variations. Essentially,
this problem can be classified as the tracking of sinusoidal voltage at the load end and
a problem of voltage harmonics elimination in the (micro) grid. In the case of active
filters, the Iterative Learning Control algorithm is used to eliminate current harmonics
of the grid and regulate current supply to the load [13, 19]. Iterative Learning Control
algorithms can also be used for the control wind turbines. The control of wind
turbines deals with the problem of transition between operating regions as a result of
changing operating conditions and variation of model parameters and with the
adjustment of operating parameters in an operating region for poorly modelized
systems mainly due to the unmodelized wind behavior and to presence of nonlin-
earities [3, 11, 12]. The goal of the control strategy is to achieve maximal power
production and limited structural fatigue of the wind turbines. The later requirement
implies smooth operation of the individual turbine is also addressed by the ILC
strategy [3, 18]. In all cases, the control strategy has to deal with unmodelled or
unknown dynamics that can be viewed as parameter deviations of the nominal model
parameters of the system. The method presented in this chapter uses a learning
strategy based on the approximation of input, output and reference trajectories of a
system by finite dimensional basis functions. It ensures convergence and a bounded
mean square error value of the estimation when the learning parameters deviate from
the nominal values and is applicable to the above mentioned problems.

The goal of the iterative learning control (ILC) methods is to achieve an output
trajectory of the controlled system that matches a specified trajectory without or
with minimal deviations [14]. The optimal system input is calculated through a
series of iterative experiments for a finite control horizon. At the end of each of
these trials the input used for the next trial is calculated via an updating law so as to
minimize a convergence criterion and is executed in an open loop scheme for the
next trial. Such an approach allows the achievement of good results with simple
control algorithms in the face of modeling or measurement uncertainties.

In [16], it is shown that the controlled system must have either the property of
passivity or bi-properness to ensure the convergence of the tracking error to 0. In
order to guarantee this convergence, many ILC methods use the time derivative of
the error signal to adapt the input [1, 2, 14, 15]. The dual system optimization
approach is used in [1, 17]. In [9], an approach is presented that does not use the
error derivative to update the control signal and is based on the use of a set of basis
functions derived from a target trajectory. The input space is restricted to the
prescribed finite-dimensional subspace and is updated by the projection of the error
on this subspace at each experiment. The restriction of the input and output spaces
introduces uncertainties in the model of the system reflected in the ILC algorithm.

In this paper an ILC method for SISO linear systems will be presented based on
the property of positive invariance of polyhedral sets. Using the approach in [9] for
the design of the input function, the ILC problem is converted to the design
problem of the linear approximation parameters of the input function in a subspace
spanned by the chosen basis functions. Results on positive invariant sets of linear
discrete-time systems allow for the development of a robust ILC algorithm that
deals with the uncertainties in the systems model introduced by the modeling
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process and the restriction of the input and output spaces. The uncertainty con-
straints are supposed to be polyhedral expressing natural constraints on deviations
of parameter values of the model and bounded uncertainties introduced by the
restriction of input and output spaces.

The construction of the ILC algorithm is based on results on the positive
invariance of linear time-invariant discrete-time systems.

The chapter is organized as follows: In Sect. 2 some results on the positively
invariant sets of linear discrete-time systems that will be used in the sequel will be
presented. In Sect. 3, the ILC problem will be presented and an input adaptation law
from one experiment to the next will be derived. The adaptation mechanism is
based on the expression of the input and output as linear combinations of a set of
basis functions. The projection of the input and output signals on the subspace
spanned by the basis functions and the modelling errors introduce uncertainties of
the parameters of the model. An ILC algorithm tolerant of polyhedral uncertainties
of the model will be presented in Sect. 4. The algorithm will be illustrated by an
example presented in Sect. 6. Finally, in Sect. 7, conclusions are drawn.

2 The ILC Problem

Throughout the paper, capital letters denote real matrices, lower case letters denote
column vectors or scalars, Nþ denotes the set of nonnegative integers, Rn denotes
the real n-space and R

n�m the set of real n� m matrices. The superscript of the
variables denotes the number of the learning iteration i.e. the trial number of the
experiment and the subscript indicates the element number of a vector or a matrix.
For example, ykðtÞ is the output of the k-th experiment at time t and xi is the i-th
element of vector x. For two vectors to x 2 R

n and y 2 R
n, x � y is equivalent to

xi � yi, i ¼ 1; 2; . . .n. Finally, given a square matrix H, kðHÞ denotes its eigen-
values. I is the identity matrix and e 2 Rn is the n-dimensional vector with
ei ¼ 1; i ¼ 1. . .n.

The systems to be controlled are single input-single output, linear, continuous
time and time-invariant with input uðtÞ and output yðtÞ where the time t variable
belongs to a bounded time interval T ¼ ½0; T�. Thus, the system to be controlled is
described by a functional relation

yðtÞ ¼ S½uð�Þ�

where uð�Þ denotes the function u : T ! R and yðtÞ the value of the function
y : T ! R at the time instant t. Without loss of generality we assume that the
system is relaxed at the time instant t=0, that is yðtÞ ¼ 0 for all t 2 T when uðtÞ ¼ 0
for all t 2 T .

The Iterated Learning Control problem is formulated as follows: Given a desired
output trajectory rð�Þ defined in the interval T , determine an iterated algorithm of
the form
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ukþ 1ð�Þ ¼ F½ukð�Þ; ykð�Þ; rð�Þ�

such that the resulting control input ukð�Þ for experiment k, converges to a function
u�ð�Þ and the norm DrkðtÞ�� �� of the deviation DrkðtÞ ¼ rðtÞ � ykðtÞ of the resulting
output ykðtÞ from the desired output rðtÞ converges to 0 as k ! 1, i.e. the output
converges to the reference trajectory rðtÞ.

In this paper, we consider iterated algorithms of the form

ukþ 1ð�Þ ¼ ukð�ÞþPðDrð�ÞÞ ð1Þ

with K 2 R:
Rather than assuming a state space representation of the system, we prefer to use

the approach presented in [9] where the input and output of the system are
expressed as linear combinations of sets of orthonormal functions.

We assume that the input is restricted to a set U spanned by nu functions fi which
define a basis of finite dimension of this set, (i.e. f1; f2; . . .; fnu; fi; fj

� � ¼ dij; where dij
is the Kronecker delta). An arbitrary input signal can thus be expressed as a linear
combination of the functions of the basis:

uðtÞ ¼
X
i¼1

nu

aifiðtÞ ð2Þ

Then the control input ukðtÞ at the k-th experiment, can be expressed as:

ukðtÞ ¼
X
i¼1

nu

aki fiðtÞ ð3Þ

and we can define ak ¼ ½ak1; ak2; . . .; aknu �
T where aki ; i ¼ 1; . . .; nu are the coefficients

for the input ukðtÞ.
The output yðtÞ can be expressed as a linear combination of another set of basis

functions of finite dimension that comprises the basis functions used to describe
ukðtÞ: This basis is then divided into components of U and V, where V is a com-
plementary set of U. The output of the k-th trial can then be expressed as:

ykðtÞ ¼
X
i¼1

nu

bki fiðtÞþ
X
i¼1

nm

cki giðtÞ ð4Þ

with giðtÞ i ¼ 1; 2; . . .; nm; nu þ nm ¼ ny; where giðtÞ are the elements of a finite
dimension basis of V and bki 2 R, cki 2 R. If bk ¼ ½bk1; bk2. . .bknu �

T , ck ¼
½ck1; ck2. . .cknm �

T and the system to be controlled is linear then we can always find a
matrix Lp such that:
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bT cT
� �T¼ Lpa

T ð5Þ

Let a� be the vector of coefficients of the optimal input u�ðtÞ corresponding to an

output equal to the reference trajectory rðtÞ and b�
T

c�
T

� �T
be the coefficient

vector for rðtÞ. We define:

eku ¼ ak � a� ð6Þ

and

eky ¼ bk

ck

� �
� b�

c�

� �
ð7Þ

Since the functions fiðtÞ are the same for every input uðtÞ the adaptation law (1)
is reduced to an adaptation law of the coefficients aki . We choose the ILC law for
updating the coefficient vectors to be:

akþ 1 ¼ ak þKFeky

with K 2 R
nu�nu and F 2 R

nu�ny

Since

eky ¼ Lpe
k
u ð8Þ

it is easily shown that

ekþ 1
u ¼ ðIþKFLpÞeku ð9Þ

where I is the identity matrix. The asymptotic stability of system (9) guarantees the
convergence of the solution of the ILC algorithm.

The matrix F 2 R
nu�ny defines the projection operator of the set of output basis

functions on U. Choosing to restrict the basis to U results to:

F ¼ Inu�nu 0nu�nm½ � ð10Þ

where the subscript of matrices denotes their size. By this choice we do not need to
define the basis giðtÞ and consequently c but u�ðtÞ : rðtÞ ¼ Pu�ðtÞ may not exist in
U. In this case, the stability of system (9) guarantees the convergence to a value u��

such that the norm of the error DrðtÞk k ¼ rðtÞ � yðtÞk k may not attain its minimal
value for u 2 U .

The matrix FLp can be computed from the data of nf experiments with an
appropriate choice of input functions. However such a computation is not free of
errors. For this reason we assume that the matrix Lf ¼ FLp is not known but it
belongs to a convex polyhedron of the nu � nu real space with vertices Lfi
i ¼ 1; 2; . . .; nu, that is
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Lf ¼
X
i¼1

nu

riðLf 0 þ LfiÞ ð11Þ

with

X
i¼1

nu

ri ¼ 1 ri � 0 i ¼ 1; 2; . . .; nu;

Lf 0 being the matrix computed by a modeling approach [9]. Thus, the deter-
mination of the gain matrix K can be viewed as a robust control design problem.
A solution to this problem, by taking into account constrained uncertainties as in
(11), is developed in the following sections. To this end, the results of the theory of
positive invariance of polyhedral sets for linear systems are used.

3 Positive Invariance of Polyhedral Sets

The theory of polyhedral positively invariant sets is used for the solution of con-
strained regulation problems when the aim of the designer is to confine, if possible,
the trajectories of the controlled system to a set defined by linear inequalities. The
problem of designing robust closed-loop controllers can be translated to such a
problem if the uncertainty of the parameters is bounded by polyhedral constraints
i.e. linear inequalities.

Consider a linear system described by a difference equation

xðkþ 1Þ ¼ AxðkÞ ð12Þ

with x 2 R
n;A 2 R

n�n; and k 2 Nþ :

Definition 1 A non empty subset X of Rn is said to be a positive invariant set of
system (12) if all the trajectories starting from initial states in X remain in it for all
k 2 Nþ :

We consider convex polyhedral sets defined as:

PðG;wÞ ¼ x 2 R
n : Gx�wf g ð13Þ

with G 2 R
p�n;w 2 R

p;w[ 0 and w 6¼ 0:
Algebraic necessary and sufficient conditions for a polyhedral set PðG;wÞ to be

positively invariant with respect to the linear system (12) are established in the
following theorem [4].

Theorem 1 The convex polyhedral set PðG;wÞ is a positively invariant set of
system (12), if and only if there exists a matrix H 2 R

p�p with nonnegative elements
such that
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GA� HG ¼ 0

Hw�w

For the special case of symmetric polyhedral sets

RðG;wÞ ¼ x 2 R
n : �w�Gx�wf g

the following result has been established [5]:

Corollary 1 The convex polyhedral set RðG;wÞ is a positively invariant set of
system (12), if and only if there exists a matrix H 2 R

p�p with nonnegative elements
such that

GA� HG ¼ 0

Hw�w

These algebraic conditions can be used for the development of control laws
solving the Linear Constrained Regulation Problem, i.e. the determination of linear
state feedback regulators when the state and/or input variables are subject to linear
constraints and robust controllers when the uncertainty is subject to linear
constraints.

Let PðG;wÞ be the set where the linear state constraints are satisfied and

PðD; qÞ ¼ x 2 R
n : Du� qf g

the set of the constrained input.

Theorem 2 The linear state feedback law u ¼ Fx is a solution of the LCRP if and
only if the resulting closed loop system

xðkþ 1Þ ¼ ðAþBFÞxðkÞ

possesses a positively invariant set X satisfying the relations

PðG;wÞ 	 X 	 PðDF; qÞ

X 	 PðG;wÞ

and all trajectories emanating from the set PðG;wÞ converge asymptotically to the
origin.

Setting X ¼ PðG;wÞ from the above theorem we obtain the following result [6]:

Theorem 3 The control law u ¼ Fx is a solution to the LCPR problem if there exist
a matrix H and a real number b such that
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H� 0 ð14Þ

0� b� 1 ð15Þ

GAþGBF ¼ HG ð16Þ

Hw� bw ð17Þ

DFxðiÞ � q i ¼ 1; 2; . . .; nt ð18Þ

where xðiÞ i ¼ 1; 2; . . .; nt are the vertices of the state constraints polyhedron
PðG;wÞ.

The matrix F can thus be calculated via a linear optimization problem min-
imising the objective function JðF;H; bÞ ¼ b. It is worth noticing that the
parameter b is a measure of the the rate of convergence of the trajectories of the
resulting closed-loop system to the origin. It should also be noticed that in the case
when no constraints on the input vector are imposed, then a solution to the LCRP is
guaranteed if there exist a matrix H and a real number b satisfying only conditions
(14)–(17).

For the special case of symmetric state constraints � w�Gx�w, the following
result is established:

Corollary 2 The control law u ¼ Fx is a solution to the LCPR problem if there
exist a matrix H and a real number b such that

0� b� 1

GAþGBF ¼ HG

jHjw� bw

DFxðiÞ � q i ¼ 1; 2; . . .; nt

where xðiÞ i ¼ 1; 2; . . .; nt are the vertices of the state constraints polyhedron
RðG;wÞ.

An asymptotically stable linear system possesses polyhedral positively invariant
sets but their complexity depends on the locus of the eigenvalues of matrix A.
Necessary and sufficient conditions for the existence of polyhedral positively
invariant sets of low complexity, that is with 2n faces are given in the following
theorem: A suitable matrix H exists if the system (12) possesses polyhedral positive
invariant sets of the form PðG;wÞ. A sufficient condition that guaranties the
existence of such positively invariant sets is presented in the next theorem [5].

Theorem 4 The linear system (12) possesses positively invariant setsRðG;wÞ with
G 2 R

n�n and rankG ¼ n if and only if the eigenvalues ki ¼ li 
 jri of matrix A
are in the open square lij j þ rij j\1.
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Finally, the above results can be extended to establish conditions for the positive
invariance of a polyhedral set PðG;wÞ with respect to a linear system with
uncertain parameters.

Let us consider the linear system

xðkþ 1Þ ¼ ðAþKFÞxðkÞ ð19Þ

where

F ¼
Xq
i¼1

riFi;
Xq
i¼1

ri ¼ 1; ri [ 0 ð20Þ

Based on Theorem 1 the following corollary is established:

Corollary 3 A necessary and sufficient condition for the polyhedral set PðG;wÞ to
be positively invariant with respect to the system (19) for all matrices F given by
relation (20) is the existence of matrices H0 and Hi i ¼ 1; 2; . . .; q such that

GðAþKFÞ ¼ HiG ð21Þ

Hiw�w ð22Þ

Hi � 0 ð23Þ

Proof From (21)–(23) it follows that if there exist matrices H0 and Hi i ¼ 1; 2; . . .; q
such that GðAþKFiÞ ¼ HiG for all Fi then by (20):

GðAþKFÞ ¼ GðAþK
Xq
i¼1

riFiÞ

¼ G
Xq
i¼1

riðAþKFiÞ

¼
Xq
i¼1

riHi

 !
G

and

Xq
i¼1

riHi

 !
w ¼

Xq
i¼1

riHiw

�
Xq
i¼1

riw

�w
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for all ri � 0 and
Pq

i¼1 ri ¼ 1. Furthermore,

Xq
i¼1

riHi � 0

Therefore, by virtue of Theorem 1, the polyhedral set is positively invariant with
respect to system (19) for any matrix F satisfying relations (20).■

The above results will be used for the derivation of an algorithm to solve the ILC
problem as presented in the following section.

4 A Design Algorithm for Robust Convergence

We consider polytopic uncertainties, that is, we assume that the uncertainty matrix
DLp can be written as

DLp ¼ r1L1 þ r2L2 þ � � � þ rqLq ð24Þ

with

r1 þ r2 þ � � � þ rq ¼ 1; ri � 0 ð25Þ

For the ILC algorithm to converge, the system

ekþ 1
u ¼ ðIþKLf Þeku ð26Þ

with

Lf ¼ L0 þDLp

must be stable for all matrices DLp satisfying relations (24) and (25).
Based on the results of the previous section, the following iterative learning

algorithm is developed:

Step 1: Choosing an a\1 reflecting the rate of convergence of ek to 0, and as a
consequence of the convergence of parameters ak to a� determine a gain
matrix K so that all eigenvalues of matrix IþKLf 0 are in the unity rect-
angle jrij þ jxij � a\1. This is a necessary and sufficient condition for the
system to have polyhedral positive invariant sets of low complexity [6].
The calculation of the gain matrix can be done by a standard eigenvalue
assignment approach or by solving an LMI problem (choosing a ¼ ffiffiffi

2
p

=2,
for example).
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Step 2: Determine the transformation matrix G transforming matrix IþKLf 0 to its
real Jordan form H, that is GðIþKLf 0ÞG�1 ¼ H. In the case where the
matrix IþKLf 0 has distinct real eigenvalues the lines of matrix G are the
left eigenvectors of matrix IþKLf 0. Then

GðIþKLf 0Þ ¼ HG ð27Þ

jHje� ae ð28Þ

Step 3: Set

H0 ¼ H Os

Os H

� �

Solve the linear programming problem

min
Hi;b

fbg
G
�G

� �
KLi ¼ Hi

G
�G

� �

ðH0 þHiÞ e
e

� �
� b

e
e

� �
H0 þHi � 0

ð29Þ

for i ¼ 1; 2; . . .; q.
Then, the system (9) is stable and the corresponding iterative law guar-
antees the convergence of the parameters ak of the control action uk tð Þ to
the optimal ones a� while admitting polytopic uncertainties, of the form
(25).

Proof

IþKðLf 0 þDLÞ ¼ IþKðLf 0 þ r1L1 þ r2L2 þ � � � þ rqLqÞ

¼
Xq
i¼1

ri½IþKðLf 0 þ LfiÞ�

Therefore,

G

�G

� �
½IþKðLf 0 þDLÞ� ¼ G

�G

� �Xq
i¼1

ri½IþKðLf 0 þ LfiÞ�

¼
Xq
i¼1

riðH0 þHiÞ
G

�G

� �
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and

Xq
i¼1

riðH0 þHiÞ
e

e

� �
�
Xq
i¼1

rib
e

e

� �

¼ b
e

e

� �

which is a sufficient condition for the stability of the controlled system and the
positive invariance of system

ekþ 1
u ¼ ðIþKðL0 þDLpÞeku ð30Þ

for any uncertainty (24)–(25).■
The input updating law at each iteration is:

ukþ 1 ¼ uk þPðDrðtÞÞ ð31Þ

where

PðDrðtÞÞ ¼ f1ðtÞ � � � fnuðtÞ½ �KL0

~a1
:
:
:
~anu

2
6664

3
7775

Since L0~a is an estimation of the error DrðtÞ, using the basis spanned by the
functions fiðtÞ, the coefficients b� ¼ L0~ai i ¼ 1. . .nu can be computed by applying
a least squares method to achieve:

min
~a

ZT
0

DrðtÞ � f1ðtÞ . . . fnuðtÞ½ �b�ð Þ2

It should be noted that there is a trade-off between the initial choice of the
eigenvalues of matrix ðIþKLf 0Þ reflecting the rate of convergence of the param-
eters error to the origin and the magnitude of the uncertainty of the parameters
described by DL reflected on the value of parameter b.

5 Constrained Iterative Learning Control

A gain matrix K resulting from the above ILC algorithm guarantees the conver-
gence of the parameters ak of the control action uk tð Þ to the optimal ones a� but
great deviations DukðtÞ, uk tð Þ � u� tð Þ are not excluded. It should be emphasized
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that boundedness of parameter deviations ek ¼ ak � a� does not imply a uniform
boundedness of the input error DukðtÞ for t 2 T . Indeed

DukðtÞ ¼ f TðtÞak � f TðtÞa� ¼ f TðtÞeku ð32Þ

and

Dukþ 1ðtÞ ¼ f TðtÞakþ 1 � f TðtÞa� ¼ f TðtÞekþ 1
u ¼ f TðtÞðIþKLf Þeku

For

f TðtÞeku �Du ð33Þ

to imply

f TðtÞðIþKLf ÞekuðtÞ�Du ð34Þ

for all t 2 T , it is necessary and sufficient [4] that there exists a scalar function pðtÞ
such that

f TðtÞðIþKLf Þ ¼ pðtÞf TðtÞ ð35Þ

0� pðtÞ� 1

For these conditions to be satisfied it is necessary that the time-variant vector f TðtÞ
is a left-eigenvector of the constant matrix IþKLf . This condition can be satisfied
only if IþKLf is the null matrix, which means that in the case when Lf is

invertible, the gain matrix K must be chosen so that K ¼ �ðLf Þ�1: This however is
not possible because matrix Lf is not known exactly. For this reason, only con-
straints on a distance between ukð�Þ and u�ð�Þ can be considered.

5.1 Mean Value Constraints

The mean square value Dukrms of the control input deviation DukðtÞ ¼ ukðtÞ � u�ðtÞ
is defined by relation D�ukrms ¼ 1

T

R T
0 ðukðtÞ � u�ðtÞÞ2dt


 �1=2
Then, by virtue of (32) we get

ðD�ukrmsÞ2 ¼
1
T

ZT
0

ukðtÞ � u�ðtÞ� 
2
dt ¼ 1

T

ZT
0

f TðtÞeku
� 
2

dt ð36Þ
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¼ 1
T

ZT
0

eku
T
f ðtÞf TðtÞekudt ð37Þ

¼ eku
T 1
T

ZT
0

f ðtÞf TðtÞdteku ð38Þ

or

ðD�ukrmsÞ2 ¼ eku
T �Feku ð39Þ

where

�F ¼ 1
T

ZT
0

f ðtÞf TðtÞdt

Remark 1 In the case fiðtÞ; i ¼ 1; 2; . . .; nu constitute a set of orthonormal functions
then �F is the identity nu � nu matrix.

Remark 2 A weighted mean square deviation can be defined as

D�ukQrms ¼
1
T

ZT
0

ðf TðtÞQekuÞ2d
0
@

1
A

1=2

ð40Þ

where Q 2 R
nu�nu , Q ¼ diagðq1; q2; . . .; qnuÞ with q1 � 0. Then,

ðD�ukQrmsÞ2 ¼ eku
T
Q�FQeku

The weighted mean square deviation can be used if for example errors due to high
frequency components (usually represented by high indexed fiðtÞ, must be penalized.

Given an admissible mean square control deviation Dumax, the problem of
mean-value constrained ILC consists in the determination of a bounded region R

R	Qð�F;DumaxÞ, eu 2 R
nu : eku

T �Feku\Dumax ð41Þ

such that if

D�ukQrms 2 R
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then

D�ukþ 1
Qrms 2 R

In other words the problem is to determine a positively invariant set R of the
iterated system (9) satisfying relation (41).

Having determined a positively invariant set PðG; eÞ, a solution to this problem
is obtained by determining the maximal value r� so that

PðG; r�eÞ	Qð�F;DumaxÞ

This can be achieved by determining the maximal value of k such that

maxfk1; k1; . . .; kmg

k2i t
ðiÞT �FtðiÞ �Dumax i ¼ 1; 2; . . .;m

tðiÞ being the vertices of the polyhedron PðG; eÞ:

6 Example

To illustrate the application of the above ILC algorithm, an example stated in [9]
will be used.

Let the transfer function of the system (supposed to be unknown for the designer
of the ILC algorithm) be:

GðsÞ ¼ sþ 8
s3 þ 10s2 þ 30sþ 8

To approximate the input of the system we can use derivatives of the reference
system and Laguerre polynomials as basis functions.

The Laguerre polynomials are generated as:

LkðsÞ ¼
ffiffiffiffiffi
2a

p

sþ a
s� a
sþ a

� �k�1

; a[ 0; k ¼ 1; 2; . . .

where a is a chosen parameter.
The input space U is determined by the choice of the orthogonal functions fi. In

this case:

U ¼ spanf r; _r;€rf g � L1ðsÞr; . . .; L5ðsÞrf gg

where LkðsÞ; k ¼ 1; ::; 8 are the Laguerre polynomials with a ¼ 0:3.
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The system is simulated over a time interval ½0; T �; T ¼ 3s and the sampling
period is set to be 5ms.

To determine Lf 0 the following modeling procedure based on nu experiments.
For each experiment the input is set to be uðtÞ ¼ fiðtÞ. Then ~ai 2 R

n with

~aiðjÞ ¼ 0 if j 6¼ i
1 if j ¼ i

�

and taking into account the relation

yiðtÞ ¼ f1ðtÞ f2ðtÞ . . . fnuðtÞ½ � Lf ~ai t 2 0; T �

the i-th column of matrix Lf can be computed using the least squares method.
To determine the gain matrix K an eigenvalue assignment approach is used and

the desired eigenvalues are chosen such that kij j � 0:5. Uncertainties of a magnitude
less or equal to 0:03 � Lf ði; jÞ are also assumed in the Lf estimation procedure.

The reference trajectory rðtÞ is chosen to be the step response of the system with
transfer function

GrðsÞ ¼ 1000

ðsþ 10Þ4

and

ukþ 1ðtÞ ¼ f1ðtÞ f2ðtÞ . . . fnuðtÞ½ �akþ 1

with

akþ 1 ¼ ak � KLf 0e
k

such that Lf 0ek is the least squares estimation of the error function
DrkðtÞ ¼ rðtÞ � ykðtÞ. For the nominal model with Lf ¼ Lf 0, the reference and the
systems trajectories after ten iterations are shown in Fig. 1.

r

For an Lf matrix equal to 1:3 Lf 0 for t 2 ½0; 5� of each trajectory, the same control
strategy as for the nominal system is shown in Fig. 2.

For an Li matrix greater than 1:37 Lf 0 the optimization problem (29) does not
have any solution.
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7 Conclusion

In the present chapter a new robust ILC algorithm is proposed. A learning strategy
based on the approximation of trajectories by finite dimensional basis functions is
used. The input and output signals space is restricted to a space spanned by a finite
number of functions fitting a target trajectory. Assuming polyhedral uncertainties
for the model parameters, a robust ILC algorithm is presented based on the exis-
tence conditions of positive invariant polyhedral sets for the system ensuring the
convergence of the learning algorithm. The algorithm is extended to provide a
solution to the case where the deviation of the input function from a nominal
trajectory must satisfy mean value constraints. To illustrate the design method, a
numerical example has been presented. The method is presented in view of
applications in the management and control of components of production and
distribution networks such as Active Power Filters, inverters interfacing with
renewable energies microgrids and wind turbines.
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Fig. 2 The reference trajectory (-) and the output (- -) of the uncertain System
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Fig. 1 The reference trajectory (-) and the output (- -) of the nominal system
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Damping of Power System Oscillations
with Optimal Regulator

S.J.P.S. Mariano, J.A.N. Pombo, M.R.A. Calado
and J.A.M. Felippe de Souza

Abstract This chapter presents a study of the small signal stability applied to an
electric power system, with the consideration of the Power System Stabilizer and
using the optimal control theory. A new technique is proposed, which is based on
pole placement using optimal state feedback for damping electromechanical
oscillation under small signal. The proposed technique builds the weighting
matrices of the quadratic terms for the state vector Q and control vector R in such a
way that the system response also obeys conventional criteria for the system pole
location. Besides, when the number of output variables is less than the order of the
system, it is proposed an optimal output feedback approach, where a set of
closed-loop system poles is allocated to an arbitrary position by means of a suitable
output feedback. The Power Sensitivity Model is used to represent the electric
power system. Information about the stability of the electric power system, when
subjected to small disturbances, is illustrated by using numerical examples.
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1 Introduction

The behaviour analysis of the electromechanical oscillations is fundamental to
guarantee a safe and reliable operation of Electric Power Systems, thus being a
topic well studied in the literature.

Along the years, different approaches for power system control have been
proposed. Recent applications of Flexible AC Transmission System (FACTS),
devices for evaluating system damping using various techniques, are reported in the
literature [1, 2], requiring detailed information of the whole power system for the
system control. It is not easy to realize this control, since the selection of appro-
priate feedback signals to FACTS controller is important, being the machine speed
and rotor angle, without doubt, the best feedback signals to damp oscillations.

Unlike the synchronous generator stabilizer, the speed deviation and the rotor
angle variables are not readily available in FACTS controller. Thus, the benefit of
damping the oscillations depends on the location of FACTS controller.

Other recently employed methods combine the Automatic Voltage Regulators
(AVR) with the Power System Stabilizer (PSS) [3–5]. The first controller provides
simultaneously the regulation of the machine terminal voltage, to which it is
attached, by the automatic voltage regulators (AVR) and the damping to local
oscillations that corresponds to the PSS.

This chapter proposes two methods for the damping of power system oscillations
based on pole placement.

One proposed method constructs a linear quadratic regulator with assigned
closed-loop poles, and yields a solution that enables the design of an optimal
regulator. However, the design of the linear quadratic regulator has one major
difficulty: how to specify the weighting matrices of the quadratic terms for the state
vector Q and control vector R [6–8]. To assign appropriate values for matrices
Q and R in a systematic manner, avoiding the burdensome process of search by trial
and error is addressed.

The other method, proposed when the number of output variables is less than the
order of the system, is carried out for the optimal output feedback approach, where
a set of closed-loop system poles is allocated to an arbitrary position by means of a
suitable output feedback. Since the location of the poles can be arbitrary, the first
step in pole assignment is to decide on their location. To choose the location of the
poles, one should bear in mind that the required physical effort is dependent on
the distance to the imaginary axis. Particularly, open loop zeros attract poles, and
the removal of the poles near zero is very difficult. Thus, for an arbitrary location,
the control vector could lead to physically or economically undesired action.

Results for small-signal stability studies of a single-machine connected to an
infinite bus is also shown in the chapter; the Power Sensitivity Model (PSM) is used
to represent the electric power system [9, 10], considering the Power System
Stabilizers (PSS) as an additional source to damping electromechanical oscillations,
and is compared with the designed optimal regulator.
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This chapter is organized as follows: firstly, the main results of the optimal
control theory are presented; next, both the proposed methods and the algorithms to
design the optimal PSS regulators are developed; then, the power sensitivity and
PSS test models are described; after, the illustration results are presented; and
finally, in the conclusion, we summarize how the optimal regulators based on
proposed methods yield results that are feasible, robust and accordingly to the
desired performance.

2 Optimal Control Theory

In this chapter we select the most relevant issues of the Control Theory that enables
us to determine controllers for linear time invariant systems represented in state
equations by using optimal feedback. Particularly, we focus on methods that allow
finding a solution for optimal control through state feedback, as well as through
output feedback.

The state feedback needs that all the state variables can be measured with
precision. In most of the cases of linear time invariant systems (LTI), only a few
linear combinations of the state variable can be measured with precision and, to
overcome this limitation, the output feedback is used.

2.1 Optimal State Feedback

The aim of optimal control consists in finding an optimal control law uðtÞ ¼
gðxðtÞ; tÞ for the system _x ¼ gðxðtÞ; uðtÞ; tÞ that drives any initial state xðt0Þ to a final
state xðt1Þ, which minimizes the performance index given by the following equation

J ¼
Z t1

t0

hðxðtÞ; uðtÞ; tÞdt: ð1Þ

The controller find in that way is called the deterministic optimal linear
regulator.

Given a linear time invariant system

_xðtÞ ¼ AxðtÞþBuðtÞ; ð2Þ

the performance index given by the expression

J ¼
Z t1

t0

xT tð ÞQx tð Þþ uT tð ÞRu tð Þ� �
dt; ð3Þ

where Q is a symmetric positive semi-definite matrix; this being a symmetric matrix
whose eigenvalues as well as its pivots are non-negative.
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The value xTðtÞQxðtÞ is a joint measure of the extension for which the state at
time t is brought from the zero state. The elements of the matrix Q represent the
weighs that are assigned to each component of the state, depicting in that way an
cumulative deviation index for xðtÞ, with respect to the zero state and for the time
interval t0; t1½ �.

To avoid potential physical difficulties, the performance index also includes the
input uðtÞ, where R is a symmetric positive semi-definite matrix. The incorporation
of the second term in the performance index tries to induce a reduction in the
amplitude of the inputs when the minimization of (3) is being done.

The Hamilton Jacobi [11] can be written as

@f
@t

¼ �min
u

xTQxþ uTRuþ @f
@t

� �T

ðAxþBuÞ
" #

: ð4Þ

Introducing the following relation

f ðx; tÞ ¼ xTPx; ð5Þ

where P is a symmetric positive semi-definite square matrix, we have

@f
@t

¼ xT
@

@t
Px; ð6Þ

and

@f
@x

¼ 2Px; ð7Þ

@f
@x

� �T

¼ 2xTP: ð8Þ

Substituting Eqs. (6) and (8) in (4) we get

xT
@

@t
Px ¼ �min

u
xTQxþ uTRuþ 2xTPðAxþBuÞ� �

; ð9Þ

in order to minimize u in Eq. (9)

@ @f=@t

� 	
@u

¼ 2uTRþ 2xTPB ¼ 0; ð10Þ
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the previous Eq. (10) can be rewritten obtaining then

uopt ¼ �R�1BTPx ð11Þ

or

uopt ¼ �Kx; ð12Þ

where

K ¼ R�1BTP: ð13Þ

Substituting Eqs. (11) in (9) gives

xT _Px ¼ �xTðQþ 2PA� PBR�1BTPÞx; ð14Þ

for which

_P ¼ �PA� ATP� QþPBR�1BTP: ð15Þ

Equation (15) is a nonlinear ordinary differential equation where the coefficients
of PðtÞ are found by inverse time integration. Kalman has shown that all PðtÞ
converge to a constant value as long as t1 is infinite, that is very far from t0, where
Eq. (15) can be rewritten as

PAþATPþQ� PBR�1BTP ¼ 0; ð16Þ

which is known as Riccati equation.
Riccati equation is the key to obtain the optimal controller. Once the matrices

Q and R are known, the matrix P can be obtained by solving the Riccati equation.
From Eq. (11) one gets the optimal control vector u. However, the relationship
between the weighting matrices and the closed-loop poles is not simple. The most
common procedure to specify the matrix Q is search by trial and error. Different
matrices Qi result in different gain matrices Ki, which in turn result in different
dynamic performances for the closed-loop system. There are many possibilities to
test by trial and error, which makes this procedure burdensome.

The Optimal Control Theory here introduced, with the aim to determine the
optimal controller, is well known for a long time. However, the task to design a
optimal controller remains a problem hard to achieve even nowadays. This is due to
the difficulty to select matrices R and Q. Different pairs of matrices Qi;Rið Þ will lead
to different gain matrices Ki, resulting in different outputs for the same closed loop
system. Methods for obtaining the pair of matrices Q;Rð Þ will be analysed in the
next section.
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In a nutshell, given the LTI system depicted in Fig. 1,

_xðtÞ ¼ AxðtÞþBuðtÞ; ð17Þ

and assuming that all state variables can be measured at any instant t, it is possible
to implement a linear time invariant controller of the form

uðtÞ ¼ �KxðtÞþ vðtÞ; ð18Þ

with

K being the constant feedback gain matrix, and
mðtÞ being an additional input

If the controller (18) is applied to system (17), one will get a new closed loop
system, as shown in Fig. 2, which will have the following state space model

_xðtÞ ¼ A� BKð ÞxðtÞþBvðtÞ: ð19Þ

The stability of the controlled system will not only be dependent on A and B,
obviously, but also on the gain matrix K, and the eigenvalues of the controlled
system will be a function of K. Hence, by choosing an appropriate K, we can
improve the stability of the system. As a matter of fact, it is possible to choose K in
order to place the eigenvalues anywhere in the complex plane, as we will see in the
next section.

Fig. 1 Schematic
representation of the
non-controlled system

Fig. 2 System controlled by
optimal state feedback
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2.2 Optimal Output Feedback

The control of linear systems by optimal output feedback is known as a funda-
mental problem in control theory that has attracted the attention in the last decades.
This happens due to the fact that in a great deal of the practical applications only
partial information of the state variable of the system are available from the output
measurements, and also because it is where interesting results has been achieved
[12–16].

Although the majority of the previously referred cases present a limitation with
respect to the order of the system n, as well as in the number of its inputs and
outputs, actually mþ r� nþ 1 where m ¼ rankðBÞ and r ¼ rankðCÞ, there are also
other cases which show that there is a solution to the optimal output control
problem under a less restrictive condition mr� n but nevertheless increase an
additional restriction rankðEÞ ¼ n, where E is a n� mr matrix for which its col-
umns are given by CAkB, with k ¼ 0; 1; . . .; n� 1.

So, this section presents some results from the optimal control theory for time
invariant systems, which will allow us to determine a feedback gain matrix directly
from the system output. Objectively that will allow us to solve this problem in the
less restricted case n� mr, and calculate the constants gain matrix, minimizing its
performance index [17].

Thus, given a linear time invariant system

_xðtÞ ¼ AxðtÞþBuðtÞ
yðtÞ ¼ CxðtÞ ; ð20Þ

with x 2 <n; u 2 <m; y 2 <r, having all the state variables available, the optimal
controller is given by

u tð Þ ¼ �Kx tð Þþ v tð Þ: ð21Þ

As seen in the previous section, the gain matrix K can be figured out by using the
algebraic solution of the Riccati equation.

Now suppose that a restriction is introduced: the control variable u(t) is acquired
directly from the system output, i.e.,

uðtÞ ¼ �FyðtÞþ vðtÞ , uðtÞ ¼ �FCxðtÞþ vðtÞ; ð22Þ

where F is the feedback gain matrix to be determined.
If the controller (22) is applied to system (20), one will get a new closed loop

system, as shown in Fig. 3, which will have the following state space model

_x tð Þ ¼ A� BFCð Þx tð ÞþBv tð Þ: ð23Þ
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3 Optimal Regulators Design

3.1 Optimal State Feedback Design

The proposed approach, based on optimal pole shift [18], assumes that the pair (A,
B) in (2) is controllable, as was previously stated, and the coefficient matrix A has
distinct eigenvalues.

Consider now a specific mode of the system, which can be obtained from an
appropriate linear transformation. The above assumption guarantees that the
selected mode is controllable so that it can be chosen a non-singular matrix
M according to:

M�1AM ¼
A11 � � � 0
..
. . .

. ..
.

0 � � � Ann

2
64

3
75; ð24Þ

and

M�1BR�1BT M�1� �T¼ V11 � � � V1n

..

. . .
. ..

.

VT
1n � � � Vnn

2
64

3
75; ð25Þ

where A11 ¼ a b
�b a


 �
and V11 ¼ to

1 0
0 t


 �
; with to [ 0; 0� t� 1:

The first two columns of the transformation matrix A11 result from the real part
and imaginary part of the eigenvectors of A, corresponding to the eigenvalues
a� jb: Let this transformation matrix be M1, being the other columns of the
transformation matrix irrelevant.

The matrix V11 is symmetric and positive semi-definite in general. Thus it can be
diagonalized and the arbitrary ordering of the eigenvalues is possible with an
orthogonal transformation matrix, append identity matrix to this orthogonal matrix
to form a block diagonal matrix with the size of A. Let us denote this matrix as M2,
then the transformation matrix M is M ¼ M1M2.

Fig. 3 System controlled by
optimal output feedback
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The selection of weighting matrix R is arbitrary and is used as scaling factor for
the input channels. Nevertheless, scaling R for the inputs of the system has no
effect, since it will only result in a same amount of scaling on Q.

The weighting matrix Q is to be constructed according to the pole assignment;
let Q11 be a positive semidefinite matrix with the same size as A11; and set the
weighting matrix Q that satisfies

Q ¼ M�1� �T Q11=to 0
0 0


 �
M�1: ð26Þ

Then the eigenvalues of A11 can be shifted while keeping all other eigenvalues of
A unchanged.

3.1.1 Weighting Matrices Specification

When a real pole is to be shifted, the matrices A11;V11;Q11 are reduced to scalar. In
this case the region of optimal closed-loop poles assigned is readily determined. It
turns out that a real pole, either stable or unstable, can only be shifted along the real
axis towards the left-half plane, and besides the absolute value of the closed-loop
pole is larger than that of the open-loop pole. Moreover, Q can be expressed by
(26), with Q11 ¼ adð Þ2� að Þ2:

When a complex conjugate pole is to be shifted, the matrices A11;V11;Q11 are 2
by 2 matrices. In this case the Hamilton matrix assumes the form

H ¼ A11 V11

�Q11 �AT
11


 �
; ð27Þ

and is associated with the regulator problem of the second order system. Let the
entries of Q11 be described as:

Q11 ¼ q1 q2
q3 q4


 �
: ð28Þ

Then, the characteristic equation of H has the form:

s4 þC2s
2 þC0 ¼ 0: ð29Þ

The coefficients C2 and C0 turn out to be

C2 ¼ 2 b2 � a2
� �� �C2; ð30Þ

C0 ¼ b2 þ a2
� �2��C0: ð31Þ
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with

C2 ¼ q1 þ v q3 ð32Þ

C0 ¼ a2 þ v b2
� �

q1 þ 2 1� vð Þa b q2
þ va2 þ b2

� �
q3 þ v q1q3 � q22

� � ð33Þ

where, �C2 and �C0 represent the terms that depend on the weighting matrix Q11:
Let the weighting matrix Q11 correspond to the optimal closed-loop poles ad �

jbd; then the coefficients C2 and C0 are described by

C2 ¼ 2 b2c � a2c
� �

; ð34Þ

C0 ¼ b2c þ a2c
� �2

: ð35Þ

Assume that the 2 by 2 weighting matrix Q11 is restricted to be singular. In this
case it can be described in dyadic form as

Q11 ¼ q cos2ðhÞ q sinðhÞ cosðhÞ
q cosðhÞ sinðhÞ q sin2ðhÞ


 �
; ð36Þ

where q[ 0 and 0� h\p:
Now the parameters �C2 and �C0 can be expressed in terms of ρ and θ as

�C2 ¼ q
2

1þ tð Þþ 1� tð Þ cosð2hÞð Þ; ð37Þ

�C0 ¼ q
2

a2 þ b2
� �

1þ tð Þþ 1� tð Þ cosð2hþ/Þð Þ; ð38Þ

where ϕ satisfies

sinð/Þ ¼ �2ab

a2 þ b2
; cosð/Þ ¼ a2 � b2

a2 þ b2
: ð39Þ

Solving the system given by (37) and (38) one can obtain ρ and θ through (36).
Then substituting in (26), the eigenvalues of A11 can be shifted, while keeping all
other eigenvalues of A unchanged. In order to shift all poles together, the weighting
matrix Q and the corresponding optimal feedback gain matrix K becomes,
respectively,

Q ¼
Xnx
i¼0

Qi and K ¼
Xnx
i¼0

Ki: ð40Þ
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3.1.2 Algorithm to Specify the Weighting Matrices

The adopted method to perform the pole shifting is now summarized in the fol-
lowing steps:

Step1 Calculate the feedback closed-loop eigenvalues and eigenvectors corre-
sponding to gain matrix Ki.

Step2 Choose a transformation matrix M such that the poles to be shifted of the
partitioned matrices A11 and V11 are either real or complex conjugate.

Step3 Find a weighting matrix Q11 with which the desired pole positioning is
accomplished.

Step4 Calculate the weighting matrix Q and the corresponding optimal feedback
gain K for the whole system; then form a closed-loop system with K.

Step5 Go to Step1 unless there is no remaining pole to be shifted.
Step6 Calculate the sum of the matrices Q and K to obtain the weighting and

optimal feedback gain matrices, which achieve the desired pole location.

An illustration of the proposed algorithm is shown in the flowchart of Fig. 4.

3.2 Optimal Output Feedback Design

Consider the system given by (20); the problem lies in finding a gain matrix F that
guarantees

r AþBFCð Þ ¼ K; ð41Þ

with K ¼ K1;K2f g and K1 ¼ k1; . . .; krf g and also K2 ¼ krþ 1; . . .; knf g.
To achieve this we now present a method based on [16], in a synthesized form,

leaving the proof of the stated lemmas to the author, in which the algorithm initially
assigns K1, and then K2 without changing K1.

Consider i ¼ 1; 2; . . .; r; the relationship between the eigenvectors ui associated
to the eigenvalues ki is given by

AþBFC½ �ui ¼ kiui: ð42Þ

Now defining

wi ¼ FCui; ð43Þ

and writing (42) as

T kið Þ ui
wi


 �
¼ 0; ð44Þ
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where T kið Þ ¼ A� kiI;B½ � and, if Wr ¼ w1;w2; . . .;wr½ �; the Eq. (48) is given by
the Sylvester matricidal equation namely

UrKr � AUr ¼ BWr; ð45Þ

with Ur ¼ u1; u2; . . .; ur½ � and Kr ¼ diag K1½ �:
So, using Eq. (43) to any index i the gain matrix F is given by

F ¼ Wr CUr½ ��1; ð46Þ

where the matrix CUr must be invertible and this is possible as long as rankðCÞ ¼ n
and if K1 do not have any eigenvalue of A too.

Fig. 4 Flowchart of the proposed algorithm to specify the weighting matrices
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Now consider j ¼ rþ 1; rþ 2; . . .; n;

Vi ¼ kiI � Að Þ�1B; ð47Þ

ai ¼ ai1 ai2 . . . aiðm�1Þ
� �T

; ð48Þ

aj ¼ aj1 aj2 . . . ajðr�1Þ
� �T

; ð49Þ

and

Yj ¼ CAT2 kjI � �CAT2
� ��1

h iT
; ð50Þ

where �C can be any n� rð Þ � n matrix that satisfies

C
�C


 �
¼ T1; T2½ ��1¼ T�1; ð51Þ

with T a non singular matrix.
The Eqs. (47) and (50) conduct to the following expressions of Wr and Ur

Wr ¼ a1; a2; . . .; ar½ �; ð52Þ

Ur ¼ V1a1;V2a2; . . .;Vrar½ �: ð53Þ

The equation that relates K1 with K2 is given by

aTi Mijaj; ð54Þ

where Mij is a matrix m� r given by

Mij ¼ VT
i

�CTYj þCT
� �

; ð55Þ

or

Mij ¼ C IþAT2 kjI � �CAT2
� ��1 �C

h i
kiI � A½ ��1B: ð56Þ

Solving the system of Eq. (54) with respect to ai and aj; consecutively we get
(52) and (53) that enables us to obtain the gain matrix F given by Eq. (46).
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3.2.1 Algorithm to Calculate the Optimal Output Feedback Gains

The adopted method to perform the pole shifting is now summarized in the fol-
lowing steps:

Step1 Select the size of the matrix I, which represents the state variables acces-

sible, yðtÞ ¼ CxðtÞ , yðtÞ ¼ 0 ..
.

I

h i
xðtÞ; guaranteeing mr� n.

Step2 Calculate Vi ¼ kiI � Að Þ�1B; for every i ¼ 1; 2; . . .; r:

Step3 Calculate Mij ¼ C IþAT2 kjI � �CAT2
� ��1�C

h i
kiI � A½ ��1B; for every

j ¼ rþ 1; rþ 2; . . .; n:

Step4 Solve the system aTi Mijaj; where ai ¼ ai1ai2 . . . aiðm�1Þ
� �T and

aj ¼ aj1aj2 . . . ajðr�1Þ
� �T

Step5 Calculate Ur; defined from (53). In the case of a conjugate pair of complex
eigenvalues appears (kk and kkþ 1 ¼ �kk), Ur is define by Ur ¼
V1a1;V2a2; . . .;Re ukf g; Im ukf g; . . .;Vnan½ � where Re ukf g ¼ Re Vkf gak �
Im Vkf gakþ 1 and Im ukf g ¼ Re Vkf gakþ 1 � Im Vkf gak

Step6 Then the output feedback gain-matrix, which assigns all the closed-loop
eigenvalues, is readily calculated from (46).

An illustration of the proposed algorithm is shown in the flowchart of Fig. 5.

Fig. 5 Flowchart of the proposed algorithm to calculate the optimal output feedback gains
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4 Description of the Test Power Sensitivity
and PSS Models

The Power Sensitivity Model under study, which is used to illustrate how the
proposed approach specifies the matrices Q and R, is shown in Fig. 6, and considers
the system of one generator connected to an infinite bus.

The PSM is a linear analysis tool for the electric power systems. The funda-
mental concept is the application of active and reactive power balance, that can be
represented by a set of differential and algebraic equations, as follows [9]

_x ¼ f x; y; uð Þ; ð57Þ

0 ¼ g x; y; uð Þ; ð58Þ

where x is a vector of dynamic state variables, y is a vector of algebraic variables
and u is the vector of input variables. For small-signal stability analysis, we assume
that the system parameter variation is small enough, so that the model can be
linearized around some equilibrium point as

D _x ¼ J1Dxþ J2DyþBDu

0 ¼ J3Dxþ J4Dy
; ð59Þ

where J1; J2; J3 and J4 are Jacobian matrices of f and g, related to dynamic state and
algebraic variables, respectively, and B is the perturbation matrix. For the system

Fig. 6 Block diagram of a PSM
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shown in [9], the following state equations can be formulated according to nodal
power balance methodology:

D _d

D _w

D _E0
q

D _Efd

2
66664

3
77775 ¼

0 w0 0 0

� A1g

M � D
M � A2g

M 0

� KA
Td0o

0 � xd
x0dTd

0
o

1
Td0o

0 0 0 � 1
Te

2
66664

3
77775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J1

Dd

Dw

DE0
q

DEfd

2
6664

3
7775þ

0 0
A1g

M � A3g

M
KA
Td0o

Kv
Td0o

0 � Ke
Te

2
66664

3
77775

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
J2

Dh

Dv


 �
þ

0 0
1
M 0

0 0

0 Ke
Te

2
6664

3
7775

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
B

DTm
DVref


 �
;

0

0


 �
¼ A1g 0 A2g 0

R1g 0 R2g 0


 �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

J3

Dd

Dw

DE0
q

DEfd

2
6664

3
7775þ �A1g � A1e A3g � A2e

�R1g � R1e R3g � R2e


 �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

J4

Dh

Dv


 �
:

The coefficients A and R represent local sensitivity functions of active and
reactive powers, respectively. Eliminating the vector of algebraic variables, pro-
vided that J4j j 6¼ 0; the state-space system can be obtained as

D _x ¼ J1 � J2J�1
4 J3

� �
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

A

DxþBDu: ð60Þ

The most common way to suppress the generator electromechanical oscillations
and enhance the overall stability of power system is done by means of a power
system stabilizer PSS. The conventional PSS is, basically, composed by a static
gain Kpss, which is adjusted to obtain the desired damping for unstable or poorly
damped modes; a washout block works as a filter for low-frequencies; and two
blocks lead-lag with time constants. A block diagram of a power system stabilizer is
shown in Fig. 7.

A residue method is applied to design the controller, in order to calculate the
time constants and the gain Kpss, introducing the necessary phase compensation to
the displacement of the eigenvalue of interest. The Eqs. (61)–(63) show the rela-
tionship between the eigenvalue displacement and the correspondent residue [1]

/c ¼ 180	 � argðRiÞ; a ¼
1þ sin /c

2

� 	
1� sin /c

2

� 	 ; ð61Þ

Fig. 7 Block diagram of a
PSS
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T 
 T2 ¼ T4 ¼ 1
wn

ffiffiffi
a

p and T1 ¼ T3 ¼ aT; ð62Þ

where arg Rið Þ denotes phase angle of the residue Ri and wn is the frequency of the
mode of oscillation. The controller gain Kpss is computed as a function of the
desired eigenvalue location ki;des according to

Kpss ¼ ki;des � ki
RiH kið Þ

����
����: ð63Þ

Thus, the inclusion of PSS in the PSM is formulated by the equations

D _VPs1 ¼ KPssD _w� 1
Tw

DVPs1; ð64Þ

D _VPs2 ¼ T1
T2

D _VPs1 þ 1
T2

DVPs1 � 1
T2

DVPs2; ð65Þ

D _VPss ¼ T3
T4

D _VPs2 þ 1
T4

DVPs2 � 1
T4

DVPss: ð66Þ

By analysing Eqs. (64)–(66), and observing (Fig. 7), the action of PSS, whose
input signals are the variations of the angular speed, it is introduced three new state
variables, namely DVPs1, DVPs2 and DVPss.

Next section illustrates the computation of the optimal power sensitivity con-
trollers, and makes a comparison between the results thus obtained with those
obtained by optimal state feedback and classic control.

5 Illustration Results

The performance of the PSMdepends on the values of the parameters. The parameters
of the system change with the operating point. In particular, the system stability is
sensitive to the parameterR1g; this parameter changes sign and, forR1g\0, the system
becomes unstable. Two operating points, Case 1 and Case 2, are here presented to
illustrate the behaviour of the controllers, one case considering R1g\0 and another
considering R1g [ 0. Case 1 was chosen to obtain the optimal controllers that have to
be valid for all operating points. Case 2 was chosen to illustrate how effective the
calculated controllers perform for a different operating point. Other operating points
have been considered and the corresponding controllers remained valid for all of them.
The parameters of these operating points are listed in Appendix.

Analysing the system eigenvalues without PSS, for the Case 1 operating point,
the system is unstable due to the poles K ¼ 0:14� j5:93. The poles can be

rewritten as: �fwn � iwn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

p
, where ζ is the damping coefficient and wn the
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natural frequency. To lead the system to stability it is proposed the inclusion of
PSS, whose parameters will be adjusted in accordance with the procedure previ-
ously described. The desired damping coefficient can be chosen as f ¼ 0:20 in
order to damp the oscillation of speed and maintain the natural frequency constant,
so that the closed loop poles specified for that f ¼ 0:20 lies in the imaginary and

real parts, respectively, wn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

p
¼ 5:30 and �fwn ¼ �1:19:

With an optimal regulator, the closed-loop system eigenvalues can be arbitrarily
placed anywhere in the left hand side of the complex plane. From an optimization
point of view, the amount of improvement in system transients can be as large as we
want.

5.1 State Feedback Optimal Regulator

The block diagram of the proposed state feedback optimal regulator is shown in
Fig. 8 and is composed by a washout block with the optimal control signal u.

When compared with other methods, optimal control has especially effective
results in damping fast and oscillatory responses of the state variables. However,
the bigger the distance of the poles location to the imaginary axis is, the more
demanding will be the physical control signal output. Thus, a careful study must be
performed before selecting the pole assignment, in order to keep the control effort
similar to that required by the classical controller PSS. Hence, the damping coef-
ficient chosen for the optimal regulator was f ¼ 0:6:

By applying the proposed algorithm defined in Sect. 3.1.2, for the parameters
given in the Appendix, we can specify the weighting matrix Q, while R is specified
as the identity matrix since, as mentioned above, it is only used as scaling factor on
the input channels to penalize for large control effort. The weighting matrix Q and
the gain matrix K are respectively:

Q ¼

0:72 5:12 0:70 0:01 1:25

5:12 4193:55 �53:05 �0:64 �92:97

0:70 �53:05 1:52 0:02 2:61

0:01 �0:64 0:02 0:01 2:61

1:25 �92:97 2:61 2:61 4:73

2
6666664

3
7777775
;

K ¼ 0:26 �139:68 0:74 �0:01 �0:96½ �:

Fig. 8 Block diagram of the
optimal state feedback
regulator
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The obtained results are shown in Table 1. This table shows, for both Case 1 and
Case 2, the poles for the open-loop system, for the system with classic controller—
power system stabilizer added and for the system with optimal state feedback
controllers added.

5.2 Output Feedback Regulator

The block diagram of the proposed output feedback optimal regulator is shown in
Fig. 9 and it is constituted by a two washout blocks preceded by two optimal
control signals u1 and u2. The addition of another input control allows to satisfy the
condition related to the order of the system to be controlled, particularly condition
mþ r� nþ 1; where m ¼ rank Bð Þ and r ¼ rank Cð Þ; must be observed, as already
mentioned earlier. Once this condition is assured, the procedure to be followed is
similar to the one presented in the previous section for pole placement.

Now applying the algorithm described in Sect. 3.2.1, for the same parameters
shown in the Appendix, we can determine the gain matrix for output feedback,
having been considered the three following outputs: Dx; DEfd and DPop2.

F ¼ 2:26 �11:17 0:02
�438:78 2949:90 �2:60


 �
:

With the gain matrix F obtained such that the feedback system has the poles
assigned in a similar way to the previous case, that is, by using only the system
output feedback, we shall get a performance exactly alike for both controllers (state
feedback and output feedback), having however an important difference with
respect to the physical requirements of the control signals, as it will become clear
ahead. The results obtained, for both Case 1 and Case 2, are shown on Table 2. This
table presents the poles for the open-loop system, for the system with classic
controller—power system stabilizer added and for the system with output feedback
optimal regulator added. One should note that the difference with respect to the
number of poles leads to the inclusion of the PSS for the system classic control and
also to the inclusion of the two washout block, which allow maintaining the same
output steady state value.

Next we are going to make a time analysis of the different regulators obtained, as
well as of the input signals.

5.3 Controllers Time Response Analysis

A 10 % step increase in the mechanical torque DPm ¼ 0:1 puð Þ is applied in order to
illustrate the time evolution of the load angle deviation and the speed deviation,
respectively shown in Figs. 10 and 11.
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The step responses in Figs. 10 and 11 show that the power sensitivity model
brings better damping effect on the state and output feedback variables, not only
with respect to the open-loop system, but also with respect to the power sensitivity
model with PSS. The response with optimal state feedback is very close to the
response with output feedback and both optimal responses have better perfor-
mances than the response with PSS.

The obtained output control signals u from the PSS and from the optimal state
feedback controllers, as well as the obtained control signals u1 and u2 from the
output feedback controller, are illustrated in Fig. 12, showing that the output control
signals with optimal state feedback controller lead to results physically not more
demanding than those from classical control. Concerning the output control signals
with output feedback controller it is shown that these are more demanding than
those from classical control. This is due to the fact that the number of the system
outputs considered here is smaller than the number of the state variables.

As mentioned before, the performance of the power sensitivity model depends
on the parameters of the system, which change with the operating point and
therefore the performance of the system changes. The optimal controller previously
obtained (for a specific operating point) and the conventional power system sta-
biliser controller have to be valid for all operating points. The results for Case 2
operating point are shown in Figs. 13, 14 and 15. Note that, the system performance
is similar, since the poles have only been slightly displaced (with respect to Case 1).

As already mentioned above, to verify the validity of the controllers, numerous
operating points have been considered and tested and the obtained controllers
remained valid for all of them—the system remains stable and exhibits the desired
performance.

1u
wsT

w1 sT op1P

refV

Output Regulator

2u
w

w

sT

1 sT op2P

FdE

Fig. 9 Block diagram of the
optimal output feedback
regulator
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6 Conclusion

This chapter presented studies on the performance of the PSS controllers for
damping of low-frequency oscillations in an electric power system. The obtained
results were compared with those obtained from the proposed optimal controllers.
A new technique that allows the specification of the weighting matrices Q and R,
avoiding the burdensome trial and error task, was applied. The proposed method
builds Q and R in such a way that the system responses also obey conventional
criteria for the system pole location, while satisfying the optimality, following the
basic concept of shifting a single real pole or a pair of complex conjugate poles at a
time. It was proposed an optimal output feedback approach, when the number of
output variables is less than the order of the system, where a set of closed-loop
system poles was allocated to an arbitrary position by means of a suitable output
feedback. In this case the required physical effort revealed to be more demanding.

The algorithms for the proposed methodologies were clearly described. The
optimal controllers are insensitive to the system parameter variation—ensuring
stabilization with changes in operating point, and exhibiting the desired perfor-
mance—better dynamic performance in terms of overshoot and settling time.

Appendix

System parameters:
M ¼ 10, D ¼ 0, xd ¼ 1:6, x0d ¼ 0:32, T 0

do ¼ 6, Ke ¼ 25, Te ¼ 0:05 s,
A1g ¼ 1:575, A2g ¼ 1:916, A3g ¼ �0:701, A1e ¼ 2:5, A2e ¼ 0:492, R1g ¼ �0:64
(Case 1), R1g ¼ 0:74 (Case 2), R2g ¼ 2:469, R3g ¼ �2:192, R1e ¼ 0:492,
R2e ¼ 2:5, Kv ¼ 3:16, KA ¼ 2:45

Power system stabilizer parameters:
Tw ¼ 1, Kpss ¼ 5:6, T ¼ 4:66, a ¼ 0:09.
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Design of Three-Phase LCL-Filter
for Grid-Connected PWM Voltage Source
Inverter Using Bacteria Foraging
Optimization

Ehab H.E. Bayoumi

Abstract This paper presents an LCL-filters design and control for three-phase
PWM voltage source grid inverter. The main objective is to achieve optimum
damping with a desired system control bandwidth for the LCL-filter. This control
algorithm is implemented by using Bacteria Foraging Optimization. Mathematical
analysis has been presented to study the steady-state and dynamic performances of
the overall system. Only one set of current sensors is required for the feedback
control. The proposed system is simulated and results illustrated that bacterial
foraging optimization is a skilful clarification for realizing the best parameters of
LCL-filters and the PI current controller. Experimental results endorse the proposed
technique and highlight its practicability.

1 Introduction

There is an ongoing increase in the number of embedded power sources connected
to the power grid. These include variable speed wind turbines, gas turbine powered
generators, fuel cell units, and photovoltaic arrays. The electrical output of many
resources is incompatible with the fixed frequency electricity supply network; as a
result power electronic interfacing is required. Power quality and transient perfor-
mance of such distributed generation devices is dependent on inverter technology
and control algorithms [1–4].

A filter is required as an interface between the PWM inverter and the power grid.
For smoothing the currents injected into the grid, a single inductor (L) is usually
used and connected in series with the output ports of the converter to perform
filtering function. However, it is known that in high power applications where the
switching frequency of the converter is always limited by the associated switching
losses, such a simple configuration may lead to bulky and costly passive filters, and
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may also slow down the system dynamic response if the designed converter needs
to comply with stringent grid codes specified by IEEE 519-1992 and IEC
61000-3-12. However, LCL-filter is considered to be a perfect choice compared
with L-filter [1]. But, due to the resonance hazard of the LCL-filter [5], damping
solutions are needed for the grid connected inverters to stabilize the system. In
addition to the resonance hazard, the grid-connected inverter with an LCL-filter is
more sensitive to the grid voltage. Therefore, the control scheme dominates the
injected grid current harmonics caused by the grid voltage distortion, which is
significant for the grid-connected inverter with an LCL-filter. IEEE Standard (1547-
2003) [6] gives the limitation of the injected grid current harmonics.

Mainly, there are three solutions to suppress the injected grid current harmonics
caused by the grid voltage distortion. First solution is realizing infinite loop gain at
the harmonic frequencies. In [7] the proportional-integral (PI) regulators together
with multiple proportional-resonant (PR) regulators in the synchronous dq frame
are implemented. Multiple PR regulators in the stationary frame are given in [8]. PI
regulators in multiple synchronous dq frames are employed in [9]. With these
control schemes, the steady-state error of the injected grid current is eliminated and
the low order injected grid currents harmonics are effectively concealed. However,
these schemes reduce the phase margin of the system if the current harmonics to be
suppressed are close to or above the cross-over frequency of the loop gain, which
might lead to the instability of the system [8].

The second solution is using feedforward scheme. The feedforward scheme is
not affect the loop gain of the system, and the stability of the system is guaranteed.
In [10], the feedforward of the filter capacitor current, which can be seen as the
derivative of the filter capacitor voltage was proposed, and the injected grid current
harmonics at low frequencies caused by the grid voltage distortion were greatly
reduced. In [11], the proportional feedforward of the filter capacitor voltage was
introduced to eliminate the steady-state error of the inverter-side inductor current.
The full-feedforward scheme of the grid voltage for a single-phase grid-connected
inverter with an LCL-filter was derived [12]. This full-feedforward function of the
grid voltage consists of three parts, which were the proportional, derivative and
second derivative parts. With this full-feedforward scheme, the injected grid current
harmonics caused by the grid voltage distortion were effectively reduced.

The third solution is passive and active damping for LCL-filter, which have been
comprehensively discussed in literature [5, 13, 14]. Due to their high efficiency and
flexibility, active damping solutions have attracted much consideration [15]. An
analytical design approach for passively damping LCL-filters was discussed in [13].
Moreover, the passively damped filter may downgrade the LCL-filter to a
second-order system, which is definitely affect its attenuation factor at higher fre-
quencies, and hence neutralizing those benefits originally introduced by the
undamped filters. The main reason for that is related to the theoretical fact: at certain
frequencies, the resulting network may appear to have zero or very low impedance,
inferring resonances and hence closed-loop instability. A straightforward method to
dampen this resonance is to add real passive damping resistors in series with the
filter capacitors
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On the other hand, active damping technique with no additional power losses
can be considered. The basic idea is to introduce other control variables to the
feedback current control loop so that they can perform a damping terms.
Implementation of this scheme requires more sensors for sensing the filter capacitor
currents [5, 15, 16], voltages [14, 17] or both [19]. In [14] it explored various active
damping approaches for LCL-filters and compared their performances at resonance
damping. Certainly, the overall system costs and realization complexity is
increased, which is commonly unattractive. That leads to the development of a
number of sensorless active damping methods [18–22], where the required control
variables were obtained either through estimation from dc-link voltage and
switching duty ratios, or using complex state observers. Unfortunately, the per-
formance of such methods may largely depend on the accuracy of plant parameters,
which are usually unknown or vary over a wide range of operation for complex
power systems.

In [23, 24] two current feedbacks for LCL-filter are used to increase the flexi-
bility of the overall system. Measuring the grid current or converter current, or even
their weighted value for the re-organized LCCL filter is studied. In [25] grid current
feedback is selected, it is shown from the root locus analysis that it is slightly more
stable than converter current feedback. A design algorithm for optimizing LCL-
filters is given in [26]; the system is stable at particular switching frequencies even
without any kind of damping. Low-order harmonic distortions in the line currents
are quite observable. However, converter current feedback had verified that
excellent steady-state and transient performances can be achieved, as long as proper
damping techniques are presented [13].

In this paper comprehensively investigates the intrinsic damping characteristic of
a LCL-filter. It shows that the current control loop has an inherent damping term
embedded, when the converter current is sensed for feedback. This inherent
damping term can be used for optimal damping of the LCL resonance without
demanding for additional passive or active damping, as long as the filter component
values are designed properly. Although, inherent damping is not exist when the grid
current is measured for feedback control. This is leading to a conclusion that
converter current feedback is more stable than grid current feedback. A simple
approach for tuning the damping factor is proposed, which would preserve the
advantage of using only one set of current sensors, but at the expense of a more
compromised transient response. The controller algorithm and the proposed
damping tuning technique used are implemented by using Bacteria Foraging
Optimization (BFO). Simulation and experimental results for endorsing those
findings are given and ultimately showing mutual agreement.

2 System Modelling and Description

Figure 1 shows the grid-connected three-phase PWM voltage source inverter dia-
gram through an LCL-filter. The following assumptions are considered:
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1. All the equivalent series resistance for grid-side filter inductor, inverter-side
filter inductor, filter capacitor and transformer inductor are neglected.

2. The ac supply voltages contain only positive-sequence fundamental component.

By applying both assumptions, Fig. 1 is simplified to the per-phase equivalent
circuit shown in Fig. 2, whose s-domain transfer functions, representing the plant
model Gp(s) at non- fundamental frequencies. The circuit can be modelled as:

Lgt ¼ Lg þ Ltr: ð1Þ

VinvðsÞ ¼ Linvsþ 1
Cf s

� �
IinvðsÞ � 1

Cf s

� �
IgðsÞ ð2Þ

IinvðsÞ ¼ ðLgCf s
2 þ 1ÞIgðsÞ ð3Þ

By substituting Eq. (2) in (1), the Gp(s) can be expressed as:

GpðsÞ ¼ IgðsÞ
VinvðsÞ ¼

1
LinvLgtCf s3 þðLinv þ LgtÞs ð4Þ

Fig. 1 Three-phase grid-connected PWM inverter with LCL-filter

Fig. 2 Per phase equivalent circuit for a grid-connected PWM inverter with LCL-filter
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IcðsÞ
IgðsÞ ¼ LgtCf s

2 ð5Þ

where vinv, iinv, ig, and ic represent the inverter voltage, inverter current, grid current
and filter capacitor current in the time domain, respectively, while their capitalized
notations are for representing them in the s-domain. Linv, Lg, and Ltr stand for
inverter-side filter inductor, grid-side filter inductor and transformer inductor,
respectively.

The PWM inverter can be modelled as a linear amplifier with a delay. The delay
can combined with the current PI controller. The transfer-function of the PI current
controllers in dq reference frame is:

GcðsÞ ¼ KpVdcð1þ 1
scs

Þ ð6Þ

where Kp, τc, and Vdc represent the proportional gain, integral time-constant of PI
controller and dc-link voltage, respectively.

2.1 Grid-Current Feedback

Figure 3a illustrates the control block diagram of LCL-filter-based three-phase
PWM inverter with grid current feedback. From Eqs. (4) and (6), the system
open-loop transfer function is:

IgðsÞ
I�gðsÞ � IgðsÞ ¼ GCðsÞGpðsÞ ¼

KpVdcðsþ 1
sc
Þ

LinvLgtCf s4 þðLinv þ LgtÞs2 ð7Þ

Equation (7) shows the absent of third order term in the characteristic equation,
which implies that:

1. The overall closed-loop system is challenging to be stable,
2. Even if a passive element (R) is included, it is generally inadequate to assure a

well-damped plant.
3. The plant response is dynamically slow with a small control bandwidth.

Improvement of this technique can be done by adding either external passive or
active damping to limit the infinite gain at the LCL response frequency [25].

2.2 Converter-Current Feedback

The converter current can be sensed for feedback control as shown in Fig. 3b. Since
the grid current is not directly controlled, the q-axis current reference should be set
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to ωoCf vg (vg is the phase-grid voltage) instead of zero, where ωo is the funda-
mental angular frequency. This is to guarantee unity power factor operation.
Figure 3b is modified to Fig. 3c to be more convenient in performing the open loop
analysis. The converter current can be expressed as the summation of the grid
current and filter capacitor current as shown in Fig. 3c.

Contrasting Fig. 3c with 3a shows that converter current feedback is equivalent
to grid current feedback, with an additional ic term added to the forward path. The
open loop transfer function from Fig. 3c can be expressed as follows:

IgðsÞ
I�g ðsÞ � IqðsÞ � IcðsÞ ¼ GcðsÞGpðsÞ ¼

KpVdcðsþ 1
sc
Þ

LinvLgtCf s4 þðLinv þ LgtÞs2 ð8Þ

Substituting Eq. (5) into Eq. (8) yields:

IgðsÞ
I�gðsÞ � IgðsÞ ¼

KpVdcðsþ 1
sc
Þ

LinvLgtCf s4 þKpVdcLgtCf s3 þðKpVdcLgtCf

sc
þ LinvLgtÞs2

ð9Þ

Fig. 3 Block diagram of a grid current feedback control, b converter current feedback control,
and c equivalent converter current feedback control
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Compare the denominators in Eq. (7) by Eq. (9), it is clear that the latter has an
additional s3-term, which would provide damping by shifting two of its poles
further into the left half plane, while the remaining two poles remain at the origin.
The damping initiated can be adjusted by tuning the controller gains and the passive
parameters to the coefficient of s3-term.

Equation (9) can be rewritten as:

IgðsÞ
I�g ðsÞ � IgðsÞ ¼

KpVdcðsþ 1
sc
Þ

½LinvLgtCf s2 þKpVdcLgtCf sþðKpVdcLgtCf

sc
þ LinvLgtÞ�s2

ð10Þ

For a second order characteristic equation in the brackets given in Eq. (10),
tuning should be done until the following condition is met:

KpVdc

Linv
¼ 2nxres ¼ 2n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KpVdcLgtCf

sc
þ Linv þ Lgt

LinvLgtCf

s
ð11Þ

where,

xres ¼ undamped resonance frequency ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KpVdcLgtCf

sc
þ Linv þ Lgt

LinvLgtCf

s
ð12Þ

As the integral term of the PI controller typically does not affect the resonance
frequency extensively [10], therefore KpVdcLgtCf

sc
� 0 and the ωres expression can be

simplified to:

xres �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Linv þ L
LinvLgtCf

s
ð13Þ

To assess an LCL-filter, two aspects should be considered [27]:

1. The selected inductors and capacitor should be as small as possible if the LCL-
filter can fulfil the design requirement. As a small filter parameters can not only
save money but also improve the dynamic response and stability.

2. To achieve good filter performance, the harmonic attenuation rate fs can be used
to evaluate the harmonic components, in theory, the harmonics is less when fs is
less. In practical, other aspects should be considered, so fs should be less than 0.2.

3 Optimum Damping Control of LCL-Filter

The Bode plots in Fig. 4 show the frequency response of the LCL-filter. It is clear
that the LCL-filter has approximately the same magnitude response as an L-filter
over the low frequency range and under various damping factors. The phase
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response is quite different in LCL-filter. The maximum phase lag of an L-filter is π/2
radius, while that of an LCL-filter always exceeding this value. The phase different
in the LCL-filter would grow larger as the damping factor and operating frequency
increase. Therefore, two design cases are suggested:

1. Since, an under damped system lead to serious transient oscillations when a step
change is applied, while an over-damped system is severely decrease the system
phase margin, and the dynamic response. Therefore, the damping factor of LCL
resonance has to be optimally adjusted.

2. Due to, the dependence of the system crossover frequency (ωc) with reference to
its damping factor (ζ) and resonance frequency (ωres) Fig. 4 shows that ωc is
mainly limited by the phase lag of the LCL-filter. Therefore, the better guideline
is to select ωc as a fraction of the undamped resonance frequency (ωres) [14],
consequently:

a ¼ xc

xres
ð14Þ

The phase lag ϕLCL is function of its damping factor ζ and the ratio of crossover
frequency to resonance frequency α. Then, the system phase margin can be esti-
mated by taking the time delay (Td) of the PWM inverter into consideration as
follows:

uLCL ¼ p
2
� xcTd � arctan

2na
1� a2

� �
ð15Þ

Fig. 4 Bode plots of LCL filter for different damping factors
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Upon determining ωc, it is now possible to design the optimum damping control
for LCL-filter. Assuming LCL-filter is approximated as an L, the proportional gain
of the PI controller and the system crossover frequency are simply related by [17]:

uLCL ¼ p
2
� xcTd � arctan

2na
1� a2

� �
ð16Þ

Combining Eqs. (11), (14) and (16) gives the following relationship between Linv
and Lg,

2nLinv ¼ aðLinv þ LgÞ; LinvLg
¼ a

2n� a
ð17Þ

4 Design Tools

4.1 Bacteria Foraging Optimization (Bfo)

Nowadays, bacterial foraging behaviors (i.e. bacterial chemotaxis) as a rich source
of potential engineering applications and computational model have attracted more
and more attentions. Few models have been developed to mimic bacterial foraging
behaviors and have been applied for solving practical problems. Among them,
Bacterial Foraging Optimization (BFO) is a population-based numerical opti-
mization algorithm. Bacteria search for nutrients in a manner to maximize energy
obtained per unit time. Individual bacterium also communicates with others by
sending signals. A bacterium takes foraging decisions after considering two pre-
vious factors. The process, in which a bacterium moves by taking small steps while
searching for nutrients, is called chemotaxis and key idea of BFO is mimicking
chemotactic movement of virtual bacteria in the problem search space. The original
Bacterial Foraging Optimization system consists of three principal mechanisms,
namely chemotaxis, reproduction, and elimination-dispersal. The details description
of these processes is given in [28, 29] and a flowchart for BFO routine is presented
in Appendix 1.

4.1.1 Chemotaxis

In the original BFO, a unit walk with random direction represents a “tumble” and a
unit walk with the same direction in the last step indicates a “run”. Suppose
θi (j, k, l) represents the bacterium at jth chemotactic, kth reproductive, and lth
elimination-dispersal step. C(i) is the chemotactic step size during each run or
tumble (i.e., run-length unit). Then in each computational chemotactic step, the
movement of the ith bacterium can be represented as
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hiðjþ 1; k; lÞ ¼ hiðj; k; lÞþCðiÞ DðiÞffiffiffiffiffiffi
DT

p
ðiÞDðiÞ

ð18Þ

where Δ(i) is the direction vector of the jth chemotactic step. When the bacterial
movement is run, Δ(i) is the same with the last chemotactic step; otherwise, Δ(i) is a
random vector whose elements lie in [−1, 1]. With the activity of run or tumble
taken at each step of the chemotaxis process, a step fitness, denoted as J (i,j,k,l), will
be evaluated.

4.1.2 Reproduction

The health status of each bacterium is calculated as the sum of the step fitness

during its life, i.e.
PNc

j¼1
Jði; j; k; lÞ; where Nc is the maximum step in a chemotaxis

process. All bacteria are sorted in reverse order according to health status. In the
reproduction step, only the first half of population survives and a surviving bac-
terium splits into two identical ones, which are then placed in the same locations.
Thus, the population of bacteria keeps constant.

4.1.3 Elimination and Dispersal

The chemotaxis provides a basis for local search, and the reproduction process
speeds up the convergence which has been simulated by the classical BFO. While
to a large extent, only chemotaxis and reproduction are not enough for global
optima searching. Since bacteria may get stuck around the initial positions or local
optima, it is possible for the diversity of BFO to change either gradually or sud-
denly to eliminate the accidents of being trapped into the local optima. In BFO, the
dispersion event happens after a certain number of reproduction processes. Then
some bacteria are chosen, according to a preset probability Ped, to be killed and
moved to another position within the environment.

4.2 LCL-Filter Design Algorithm

The LCL-filter purpose is to reduce high-order harmonics on the grid side (a poor
filter design can cause lower attenuation, or increase the grid current distortion due
to oscillation effects). In fact, the current harmonics generated by the PWM inverter
can cause saturation of the inductors or filter resonance. Therefore, the inductors
should be well designed, to avoid resonances and minimize the current ripples.
However, the damping level is limited by the cost, value of inductors, losses, and
degradation of the filter performance.
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The LCL-filter parameters are designed by using Bacteria Foraging Optimization
(BFO). The BFO algorithm is employed based on optimal damping control of the
LCL-filter. The step by step design algorithm is:

1. The bacteria in colony of BFO algorithm can be denoted by a set of
4-dimentional vector:

N ¼ Lg Linv Cf xsw½ �:

2. Select Cf: to avoid a low power factor. The reactive power that caused by the
filter capacitor Cf should be less than 5 % of the rated active power. Therefore,

Cf\
5

100
:

P
3:2p:50:E2

� �
ð19Þ

where, P is the rated active power of the system and E is the RMS value of the
grid voltage.

3. Select α and ς for optimal damping control of the LCL-filter. The recommended
values for optimal control are ζ = 0.707 at α = 0.3 [27]. When the damping
factor ζ decreased to 0.5, a higher crossover frequency ωc can be obtained as
shown in Fig. 4 and hence it yield to faster current control loop response.
Therefore α and ζ can selected from the following inequalities:

0:2� a� 0:4

0:4� n� 0:9
ð20Þ

4. Select Lg and Linv by using Eq. (17) and

Linv
Lg

\2:5

5. Fitness function (J): uses the harmonic attenuation rate given in Eq. (21). To
achieve good filter effort, the harmonic attenuation rate should be minimized.
The LCL-filter parameter selected grantee the minimum harmonic attenuation
rate is selected. If not, go to step 3.

f ¼ Minimize J ¼ igðhswÞ
iinvðhswÞ ¼

1
Cf Lg

x2
res � x2

sw

�� �� ð21Þ

6. Calculate if the designed parameters can fulfill the requirement of the resonance
frequency. If not, go to step 3. To avoid resonance at lower order or high order
frequency, the resonance frequency should be:

1000p\xres\xsw ð22Þ

where, ωres is given in Eq. (13).
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The BFO needs only a few information of the overall system such as, rated
active power of the system and the RMS value of the grid voltage. The main
purpose of BFO is to find the best individual (i.e. the best set of parameters for the
LCL- filter and the best proportional constant of the PI current controller) in order to
have the desired minimum damping control and the bandwidth of the current loop.

The BFO algorithm was written in MATLAB. The designed parameters for the
BFO algorithm are given in Appendix 1.

5 Results

5.1 Simulation Results

In order to confirm the effectiveness of the proposed system, a MATLAB/Simulink
model has been implemented. The schematic diagram of grid-connected PWM
voltage source inverter with the proposed control system is given in Fig. 5.
The BFO algorithm written by MATLAB is used to determine the best set of
parameters for the LCL- filter and the best proportional parameters of the PI current
controller in order to have the desired minimum damping control and bandwidth of
the current loop. LCL-filter parameters are: Lgt = 1.7 mH, Linv = 1.2 mH, Cf = 27 µF,
ωc = 314 rad/sec and Vdc = 300 V. The switching frequency is 5 kHz and the
deadtime is 2 µs. The specification and parameters of the designed proposed system
are given in Appendix 2. The BFO algorithm takes 87 iterations to generate the

Fig. 5 Schematic diagram of grid-connected PWM voltage source inverter with the proposed
control technique
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designed parameters for the LCL-filter and the PI current controllers as shown in
Fig. 6.

The recommended values for optimal control are ζ = 0.707 at α = 0.3. When the
damping factor ζ decreased to 0.5, a higher crossover frequency ωc can be obtained
as shown in Fig. 4 and hence it yield to faster current control loop response.
Therefore α and ζ can be selected from the inequalities in (19). To test the optimal
damping control capability and to show how it affect inverter and grid currents, the
BFO algorithm was run at α = 0.3 and three damping gain values ζ = 0.4, 0.9 and
0.7 respectively. Figure 7a, c, e show the grid voltage and current and the inverter
current at α = 0.3 and ζ = 0.4, 0.9 and 0.7 respectively. Figure 7b, d, f show the
harmonics contents of grid current for the three-grid currents in Fig. 7a, c, e. The
total harmonic distortion (THD) for the grid current in the three figures are: 9.35,
5.98 and 2.14 % respectively. Consequently, the dynamic performances of the
simulated system are presented in Figs. 8 and 9. The current reference is stepped up
from 7 to 22 A in Fig. 8, and stepped down from 22 to 7 A in Fig. 9. Both figures,
show that the grid current is well regulated under both steady-state and transient
operations. There is no overshoot in the current response observed during the two
dynamic responses. This confirms that, the good damping performance of the
proposed control scheme is successfully engaged.

5.2 Experimental Results

A prototype of three-phase LCL-filter for grid-connected PWM voltage source
inverter was developed. It is operating at 15 kW, 5 kHz. The specifications and
design values of the major components of the converter are summarized in
Appendix 2. The three-phase inverter contain of three insulated gate polar transistor

Fig. 6 Fitness function
versus iterations
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(IGBT) modules from Semikron (SKM50GB063D), having two switches per
module for forming a phase-leg. The inverter was interfaced to the utility grid
(415 V line-line rms) through three single-phase 70 V/240 V step-up transformer
connected in star-cofiguration. The leakage inductance of the transformer together
with the grid impedance was estimated to be 1.7 mH A SHARC DSP
(ADSP-21262) 32-Bit Floating-Point is used to generate driving pulses. These
pulses are amplified using the driver IC IR2110. The two identical PI current
controllers programs are implemented by the DSP. The controller’s gains and LCL-
filter parameters are evaluated off line by the BFO algorithm by using MATLAB.

Figure 10 shows the experimental sinusoidal grid voltage, sinusoidal grid current
and input filter capacitor current. The harmonic content of the sinusoidal grid
current is given in Fig. 11. The THD of the grid current is 3.12 %. These results
agree with the simulation results presented in Fig. 7e, f. This confirms the superior
filtering performance of the LCL-filter.

Fig. 7 a, c, and e Grid voltage and current and inverter current waveforms at ζ = 0.4, 0.9, and 0.7
respectively, b, d and f harmonic contents of grid current at ζ = 0.4, 0.9, and 0.7 respectively
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Fig. 8 The LCL- filter based inverter subjected to a step-up current reference from 7A to 22A

Fig. 9 The LCL- filter based inverter subjected to a step-down current reference from 22A to 7A
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The steady-state and transient experimental results under PWM inverter current
control are captured and shown in Figs. 12 and 13. The reference current is changed
from 7 to 22 A step-up transient, and the captured result is shown in Fig. 12, and
reference current is changed from 22 to 7 A step-down transient, and the captured

Fig. 10 Experimental grid voltage (50 V/div), grid current and input filter capacitor current
waveforms (5A/div)

Fig. 11 Harmonic content of the grid current

Fig. 12 Step-up in the
current reference from 7A to
22A
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result is shown in Fig. 13. It is observed that the grid current is well regulated and
the LCL resonance has been successfully suppressed, which is in good agreement
with the simulation result.

6 Conclusions

This paper is focused on designing a Bacteria Foraging Optimization
(BFO) algorithm of optimal damping LCL filter for three-phase PWM grid inverter.
The main objective is to provide the design procedure for the LCL-filter that allows
the optimum damping attained with a desired system control bandwidth.
Mathematical analysis has been presented to study the steady-state and dynamic
performances of the overall system. The fascination of the proposed control tech-
niques is that they only desire one set of current sensors for implementing the
feedback control and momentarily performing the necessary damping of LCL
resonance. Simulation and experimental results have been presented to validate the
theoretical inference developed in this paper. It is concluded that the proposed
system based on bacterial foraging optimization are a perfect solution to find the
best parameters for the LCL-filters and the proportional gain of the PI current
controller.

Appendix 1

The flowchart of the proposed BFO algorithm.

Fig. 13 Step-down in the
current reference from 22A to
7A
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BFO parameters.

Type BFO

S 100

Nc 4

Ns 100

Nre 5

Ned 2

dattract 0.1

ωattract 0.2

hrepellent 0.1

ωrepellent 10

Ped 0.1

C 10−3x [−5.12, 5.12]
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Appendix 2

Specifications and parameters of the proposed system

Part Parameters Values

PWM inverter Power 7.5 kW

Switching frequency 5 kHz

Deadtime 2 µs

DC-link voltage 300 V

Grid Grid voltage 140 V

Line frequency 50 Hz

Grid inductance (Lgt = Lg + Ltr) 1.7 mH

LCL-Filter Grid-side inductor (Lg) 0.9 mH

Inverter-side inductor (Linv) 1.2 mH

Filter capacitor (Cf) 20 µF

Controller Proportional gain 1.324

Integral time constant 0.356

Damping gain 0.7
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Real Time Monitoring of Incipient Faults
in Power Transformer

Nikolina Petkova, Petar Nakov and Valeri Mladenov

Abstract Power transformers in the power electric system are of particular sig-
nificance for the reliability of electric power consumers. Up-to-date monitoring
systems for power transformers support taking measurements and analysis of:
temperature of the hot spots in the winding (calculated automatically by the sys-
tem); gas and moisture contents in the oil inside transformer’s tank; partial dis-
charge activity; winding insulation humidity and other important parameters, but do
not render an account of the small amplitude of partial discharges availability under
300 pC. In this article a method for locating the place of origin of the partial
discharges in the three-dimensional space is described. Future efforts are to be
dedicated on finding an algorithm for on-line measurement and locating of the
partial discharge from incipient fault.

1 Introduction

The electrical partial discharge measurement is the most suitable method for
assessing the condition of insulation systems in high voltage equipment.
Conventional partial discharge measurement systems have proven to have some
difficulties in the measurements, particularly in online conditions and noisy envi-
ronments [4].
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The measurement of the partial discharge begins with the sensors placement
around the transformer, where their outputs are linked to the monitoring system.
During the process of sensors positioning, the power transformer should be switch
off from the network.

Partial discharges (PDs) are in general a consequence of local electrical stress
concentrations in the insulation or on the surface of the insulation [1].

Power transformers are used to transform voltage from one to another voltage
level and are an integral component of power system. A typical transformer
incorporates coils of conducting wire wrapped around a core and covered with a
paper-based insulator. Essential to the operation of these units are transformer oils
that have two functions: electrical insulation and heat dissipation. Regrettably, there
are instances of transformers failing whilst in service, creating significant cost
implications for the power supplier and, in extreme cases, explosion with a con-
sequent threat for workers for severe injury or death and significant environmental
impacts [5].

Aging depends not just on loading, but is also influenced significantly by the
type of paper, pulp composition, humidity and oxygen contents, as well as the
acidity level of the insulating liquid. Insulation is a major component, which plays
an important role in the life expectancy of the transformer. Oil suffers continuous
deterioration and degradation due to the sustained effect of the electric and cyclic
thermal stresses because of loading and climatic conditions. This may be hazardous
to the electric equipment and installation. Continuous monitoring of oil insulation
characteristics has become an important task to avoid deterioration of oil charac-
teristics under working conditions. Several efforts have been made over the past
years to study the electrical, physical and chemical properties of the insulating oils
[3]. Preventive maintenance for transformers includes daily recordings of oil level
readings and temperature readings. Twice a year, oil samples should be taken to test
chemical, physical and electrical properties. Oil testing includes specific gravity,
kinematics viscosity, flash point, total acidity, humidity, breakdown voltage and
dissolved gases evaluation. These kinds of tests are made by substation staff and the
results are known. That is the monitoring of the condition of the transformer oil and
the collected information are integrated together and classified as “GOOD” or
“BAD”.

The PD phenomenon is manifested in a variety of physically observable signals,
including electric pulses and is currently detected using a host of external mea-
surement techniques. This technique of electrical detection is a widely accepted
technology, because it allows for the source to be located, when several sensors are
mounted to the exterior of the tank.

Briefly, in order for a PD to occur, a free electron must be present within a
voltage dependent volume, while the electric field strength should be sufficiently
high to cause a cascading flow of electrons from the movement of a single free
accelerated electron. The electron occurrence has a stochastic nature, which makes
the PD phenomenon very unpredictable. Therefore, a PD can occur within minutes
or within hours of reaching the breakdown field strength within the void. The test of
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PDs available in transformer should be done before the experts take a decision
about the future work of the transformer.

In order to improve the existing monitoring systems, an algorithm for partial
discharges in the volume of the transformer was established. Time delays of the
electromagnetic waves travelling in the volume of the power transformer, from the
assumed location of the partial discharges to the location of each of the measuring
sensors, turned out to be of paramount importance.

The analysis is based on the monitoring method consisting of some modules,
which process the data step by step, as shown in Fig. 1.

The measurement of the partial discharge begins with determining of the cali-
bration matrix. It is done by measuring the characteristics of the partial discharges
with the equipment being switched off. To each measurement input consequently a
signal from a calibrating generator is let out, as the characteristics of the signals,
emitted to the remaining measuring impedances are being measured.

The calibration matrix includes the factors of signal transmission, from the
calibrating generator connection point to the partial discharges measurement points
and the time delay.

The input data is acquired from real measurements and are applied during the
procedure. When the measurement system is connected, the signals are registered.
Next, the PD impulses are separated and through the data transfer module, the data
is transferred to the comparison module. There are obtained the time delays
between the registered PDs from each measuring channel as well as the time of their
occurrence. This information is then transferred into the calculation module, where
the approximate position of PD is established. This position of the PD is visualized
through the visualization module and an expert determines the part of the

Input Signals

Module of Comparison Module of Calculation

Module of Visualization

Module of Data Transfer 

Module of DecisionClassification Module

Chemical conditions of the oil  

Fig. 1 Block diagram of the software system
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transformer that the partial discharge occurs, based on the technical design of the
transformer. Using the partial discharge signal structure, the Module of
Classification determines the type of the partial discharge. Together with the
chemical condition of the oil in the power transformer, the final decision is taken in
the Module of Decision.

2 Module of Data Transfer

The main features are as follows:

• It consists of some sensors, placed on the tank of power transformer and con-
nected with the oscilloscope through coaxial cables.

• The signals measured from the oscilloscope have different shapes and delays
due to the different sensors. Measured data from the oscilloscope can be both
visualized directly on the screen or sent to the Measurement Unit, Registration
Unit and Software.

• It is recommended the measurement signals will be storage at “Low level”
Measurement Unit and then send through a Wi-Fi connection to the “High
level” Registration unit.

• The acquired data is sent to the central server for processing. The software will
give information about the current status of the power transformer, under the
labels “work”, “danger” or “attention”. Thus, the expert engineer will be
informed about the level of emergency and take the necessary measures as
appropriate.

2.1 Measurement Unit

The block diagram in Fig. 2 shows the input and output data for the Measurement
Unit.

To track the data processing algorithms for results and processing, it is assem-
bled a new devices—Measurement Unit and Registration Unit. The device uses a
method that acquires and stores the values through the developed controller that
tracks the signals from the measurement channels. To diminish the occurrence of
errors and maintain the accuracy of the data signals and the time delay, it is used the

“Low level” 
Measurement unit

Signals from 
oscilloscope

Signals transferred 
to the “High level”
Registration Unit

Fig. 2 Block diagram with input and output data for the Measurement Unit
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return channel. One of the traditional approaches, that is to process data with a
validated software, has been adapted to our case. For this purpose, a system is used
for managing the transformer with validated software that has no relation to the
study processes and the development task. The aim is to obtain an adequate
assessment of the data transmitted on the new channel.

2.2 “High Level”—Registration Unit

Its purpose is to register in real time and store all information for selected values of
the controlled objects in both normal and emergency modes. The length of the
record is programmable and depends on the introduction settings.

The Registration Unit works, depending on the conditions, in a cyclical scan of
data regime or it is in a passive state of waiting for data exchange, after having
registered selectable emergency events or processes.

A data exchange is possible in transparent mode, where each processed logical
signal is transmitted through the communication link. This exchange does not
change the selected mode for recording data in the memory. Access to the data is
possible through a specialised protocol.

The block diagram shown in Fig. 3 presents the input and output data for the
“High level” Registration Unit. Data is transferred from the “Low level”
Measurement Unit to the “High level” Registration Unit through a wireless
connection.

The collected measured data is stored in a memory device after the appropriate
digital processing has been done, which enables us to obtain values of the variables.
Processed data is now ready to be transmitted to the “High level”. In order to seal
the information flow, to reduce the size of the array programs and increase the
reliability, the data is transmitted to the “High level” in binary code with additional
noise resistant coding. Subsequent processing, which converts the data into a format
suitable for software processing, is performed by the device—“Registration Unit.”
The period of refreshment of the data is an adjustable parameter. The interval
between two registered emissions is adjusted depending on the dynamics of the
process. This can be set when the system is installed. A sporadic (random) phe-
nomenon such as partial discharge is recorded by the oscilloscope and/or the
suitable equipment. The tools for processing the signals are the same as above, i.e.,
when PD appears, the oscilloscope stops the recording and through serial inter-
facing for the connection, the controller reads the data files from the oscilloscope.

“High level” 
Registration 

Unit

Signals from
Measurement 

unit

Coded data infor-
mation transfer to 
Decoder program

Fig. 3 Block diagram with input and output data for the Registration Unit
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When a new message is initiated, the package is changed and the recorded data file
is transmitted in binary code and with noise resistant coding to “High level”. Once
the signals are received, filtered and cleaned, they are dispatched to the decoder
program.

The power supply should have galvanic separation from the oscilloscope, in
order to reduce noise. When the oscilloscope is switched on the power supply
mode, the “Measurement Unit” reads the data and sends them to the “Registration
Unit”. Each data package is added to the actual real-time data acquisition. The
information is used as a marker for the software part. The “Registration Unit” codes
data packets in binary code—ASCII code table, which are then transmitted by the
register to the computer unit.

In the computer, a standard program that controls the communication port is
activated. The USB interface is interpreted as a virtual com port.

2.3 Decoder Program

This program decodes the data from the Registration Unit, which is received in
ASCII code, to suitable file formats.

The block diagram of Fig. 4 shows the input and output data for the Decoder
program.

The values of the actual parameters are converted into additional BCD (binary—
coded decimal) code. The COM port records a file for each message received on the
hard disk. The software for the final conversion is not taken into consideration
because the control of analogue values is an additional option.

ASCII format affects the visualization of data, which are in hexadecimal code.
Arrays with data from the oscilloscope are coded as follows:

• The accepted data is preformatted in four arrays with two columns and a cor-
responding number of rows (2n)

• This reformatting is improved during the transmission of data from the COM
port to the register of the computer.

• To maintain the analogy when processing the received messages, i.e., the pro-
gram should record input data as separate files, proceeding as follows—The
register transmits a first array containing information from the first channel. In
the process of transmission, the recoding of a binary format in the BCDS format
with a sign is mandatory. In addition, the transmitted symbols are transferred.

Decoder 
program

Signals from Reg- 
istration module in 

ASCII code

Data from meas-
urement channels in 

.csv or .txt format

Fig. 4 Block diagram of Decoder program
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This ensures that the file is saved and can be directly read by the software
program as input data. The same procedure is repeated three or more times for
the other measurement channels.

The number of decoded files depends on the number of measurement channels
or the number of measurement sensors.

The software of Transformer Diagnostic Expert System is included all modules
and starts with a window which is shown in Fig. 5.

3 Module of Comparison

After the PD signals are acquired from the different channels, they are transferred to
the local control centre, where they are processed.

In case there is still noise in the signals, noise removal techniques are applied to
minimise noise and to extract PDs from the interferences. For this reason, the Fast
Fourier Transform (FFT) is applied to each signal and harmonics with amplitude
less than a given threshold are removed.

The method that is applied for determining the position of the partial discharge
uses the relative delay of the signals from different channels. When the signals are
filtered, the delays are calculated easily based on their first appearance. The pro-
cedure can be carried out in various ways.

The block diagram shown in Fig. 6 presents the input and output data for the
Module of Comparison.

Fig. 5 Transformer Diagnostic Expert System
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Module of 
Comparison

Files from De-
coder program

Information about time 
delays of each channel

Fig. 6 Block diagram with input and output data for the Comparison module

Fig. 7 Module of Comparison screenshot
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When the button “Start” of Module of Comparison is pushed, first window from
Module of Comparison is appeared the falter with data (measured signals) has to be
chosen, for example falter with name “TEST1”. Then OK should be pushed.

The software start when the Press “Calculate Result” and then another window
appears, where the user selects TEST1. Press “OK” and the software will generate
the time delays of each of the four measurement channels and the values of the
measurement signals from TEST1, as shown in Fig. 7.

Signals from TEST1 with their delays are shown in Fig. 8.

4 Module of Calculation

In order to localize the flaw in the power transformer, every source of partial dis-
charge has to be connected to a flaw, which does not change its place in the volume
of the transformer. The aroused electromagnetic wave is distributed in the winding
of the transformer and in the volume of the insulation construction and reaches the
place, where the measurement is taken with a delay, corresponding to the speed of
propagation. During propagation, the electromagnetic wave is being refracted, cut
and deformed depending on the path taken. Consequently, the shape of the voltage
or current wave, measured by the instruments is unique for every source of partial
discharge and every place of conducting the measurement. The block diagram
shown in Fig.9 presents the input and output data for the Module of Calculation.

The input data is: the number of measurement sensors, the speed of electro-
magnetic wave from PD, the coordinates of the sensors and the time delay.

n number of measurement sensors (in this example the sensors are six);
V speed of the electromagnetic wave calculate from calibration data;
Xi, Yi, Zi coordinates of the sensors;
Delta Ti time delay for each sensor.

In the Module of Calculation all parameters have to be given in International
System (SI). The results are the coordinates of partial discharges in the power
transformer volume, i.e., there is information for the estimated position of the fault
with the exact coordinates x, y and z.

After all the sensors coordinates are provided, the “CALCULATE” button is
selected and then the program calculates the coordinates of the partial discharge in
the transformer volume, as in Fig. 10:

Module of 
Calculation

INPUT 
DATA

OUTPUT DATA

Fig. 9 Block diagram of Module of Calculation
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The output is the coordinates of the partial discharge in the transformer volume
and the time which with consequent degree of t are made different spheres till they
crossed (X = 1,595 m, Y = 7,362 m, Z = 3,303 m, t = 17,300 ns).

5 Module of Visualization

When the position of the partial discharge is determined in the corresponding
coordinate system, the exact location has to be verified. The aim of this module is to
visualize the main framework of the transformer under investigation, the positions
of the measuring sensors and the position of the partial discharge. Based on the
image, the operator has to decide where the exact place of the partial discharge is.

The most important places where partial discharges appear can be summarized
as follows:

• TAPCHANGER: includes tap changer, tap board terminals, in-tank tap changer
components and surrounding areas. Conventionally, the tap changer inside the
tank is one of the most troublesome components of power transformers. Its
mechanical parts become loose due to frequent operation. Its contacts experi-
ence overheating and/or arcing when changing taps under load conditions. All
these factors contribute to the fault occurrence. Although modern transformers
usually have a separate tab changer compartment, the tap board is still inside the

Fig. 10 Module of Calculation screenshot
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tank and causes problems because the mechanical and thermal stress can transfer
from the separate compartment to it.

• TANK: includes the oil tank case, core laminations, assembly bolts, etc. The
major problem is overheating caused by close loop current. Careless assemblage
of core or tank parts may leave conducting loops in the magnetic circuit.
Vibration of the core may damage the core bolt insulation and generate con-
ducting loops as well. These loops may allow large currents to flow and the
core/tank could be seriously overheated.

• LEADS: including leads between winding coils, between windings and bush-
ings, between windings and tap changer tap board, between neutral point and
ground, etc. The high voltage leads are more likely to have problems than the
low voltage ones. These leads are often related to high-energy discharges
because they are usually close to ground potential. They can also experience
electrical overheating because they usually have joints, whose resistance may
generate a large amount of heat under normal and particularly overload
conditions.

• WNDG: this category refers to windings. Problems with windings are mostly
insulation degradation or breakdown. The degradation is caused by the high
temperature of the core or the conductor, and the electric field applied to the
insulation. Symptoms include the development of partial discharges and arcing.
Overloading and through fault cause excessive electrical overheating. Abnormal
eddy currents in the core cause excessive magnetic overheating. Overheating
accelerates the degradation process.

• OTHER: this category includes areas other than the aforementioned ones, such
as forgotten tools in the tank, static shielding, cooling systems (fans, oil pumps),
etc. The block diagram shown in Fig.11 presents the input and output data for
the Module of Visualization. .

The input data of this module is the number of coils, their radius, their coor-
dinates and sensor parameters. The actual parameters of the transformer, coils and
sensor positions remain the same for all tests.

The output of this module is the graphical representation of the partial discharge.
After all data has been entered, the button “Visualize” is pressed and the soft-

ware generates the graphical representation of the partial discharge (red point), as in
Fig. 12:

The operator decides where the partial discharge occurs (tap changer, tank,
leads, winds or other).

MODULE OF 
VISUALIZATION

INPUT DATA
OUTPUT 

DATA

Fig. 11 Block diagram for Module of Visualization

Real Time Monitoring of Incipient Faults in Power Transformer 231



6 Module of Classification

After the data is acquired from the Module of Visualization, the analysis is con-
tinued in the Module of Classification.

The most popular cases for partial discharges appearance are given in IEC
60076-3:2000-03. These depend on parameters such as location of discharges on
test voltage, variability of response, relative magnitude of discharges on
positive/negative half cycle and variation of discharge magnitude depending on test
voltage and time of application. The block diagram shown in Fig.13 presents the
input and output data for the Module of Classification. .

The input data is shown in Fig. 14.
The measurement signals and the type of oscillations can be classified depending

on the following parameters:

• Location of discharge: most pulses in advance of the voltage peaks;
• Variability of Response: random movement;
• Relative Magnitude of discharge: different magnitude on two half cycles;
• Test voltage: rises with test voltage;
• Time of application: constant with time.

Fig. 12 Module of Visualization screenshot

MODULE OF 
CLASSIFICATION

INPUT DATA
OUTPUT 

DATA

Fig. 13 Block diagram for Module of Classification
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The input and output data of this case of PD occurrence can be seen in Fig.15.
The output data is the result case H:
In case H, discharges that occur in advance of the test voltage peaks are

described and these discharges on one half cycle of the test waveform are greater in
number and smaller in magnitude than on the other half cycle. The amplitude
difference on the two half cycles may be as low as 3:1, however a difference of 10:1
is possible if the applied voltage is raised. There is a degree of random variation in
both amplitude and location [2].

Fig. 14 Input Data

Fig. 15 Module of Classification screenshot
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Indication
Internal discharges between metal or carbon and dielectric in a number of

cavities of various sizes are possible. It is often difficult to ensure that a response of
this type indicates cavities between metal or carbon and dielectric, as cavities within
the dielectric may have metallic or carbonaceous inclusions or non-uniform surface
conductivity [2].

There are surface discharges taking place between external metal or carbon and
dielectric surfaces and internal discharges in a dielectric-bounded cavity. If a
response with greater discharge magnitude occurs at a higher voltage, this will
indicate discharges in a second cavity [2].

7 Module of Decision

This module determines the state of the power transformer.
The most important parameters regarding the final decision about the actual

transformer state are the location of the partial discharge, the partial discharge case
and the transformer oil conditions.

The possible cases of partial discharge occurrence are A, B, C, D, E, F, G, H, J,
K, L, M and N. The possible locations of partial discharges are in the tank,
windings, leads, tap changer and the other. Only two cases of oil conditions are
considered- good and bad oil.

In a substation, the condition of the oil can be examined using Dissolved Gas
Analysis (DGA).

The gasses that are dissolved in the insulating oil are energy generated due to a
fault, thus resulting in the partial or complete destruction of the Hydrocarbon
molecular chains of the insulating oil. The fractions consist of: Ethane C2H6,
Ethylene C2H4, Ethane C2H2, Hydrogen H2, Methane CH4, Propane C3H8 and
Propene C3H6.

Due to the de-polymerization of the solid paper insulation additionally Carbon
Dioxide CO2 and Carbon Monoxide CO are generated.

The atmospheric gases Oxygen O2 and Nitrogen N2 are dissolved in the insu-
lating liquid as well if the transformer is of breathing type and is exposed to the
environment.

This relation is dominated by the form and amount of energy that has been
applied in the transformer failure, thus thermal faults and electrical faults can be
distinguished. A more precise distinction between the sizes of the failures and the
level of concentration of gases is also specified in the standard IEC 60599.

In our paper, the results from the chemical conditions of the oil could be
summarized as GOOD OIL (if the concentrations of the gases are in compliance to
standard IEC 60599) or BAD OIL (if the concentrations of the gases are not in
compliance to standard IEC 60599). These results are used in the decision module
where the operator takes the final decision regarding the emergency of the partial
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Table 1 The emergency regarding to PD case, PD location and oil condition

Case of PD occurence PD location
categories

Oil
condition

Emergency

Case Indication

A Internal discharges in a dielectric-bounded
cavity; indicates discharges in a second
cavity

TANK GOOD WORK

TANK BAD ATTENTION

WNDG GOOD WORK

WNDG BAD ATTENTION

B The behaviour described has been detected
in elastomeric insulation containing a cavity
in the form of a fissure in the direction of the
electric field; It has also been detected with
rounded cavities in thermoplastic insulation
containing certain inhibitors and/or
plasticizers and in certain elastomers such as
ethylene, propylene rubber

TANK GOOD WORK

BAD ATTENTION

C Internal discharges in a number of
dielectric-bounded cavities of various sizes;
Discharges on external dielectric surfaces
between two touching insulated conductors;
Discharges on external dielectric surfaces at
areas of high tangential stress

LEADS GOOD ATTENTION

LEADS BAD DANGER

WNDG GOOD ATTENTION

WNDG BAD DANGER

D Internal discharges in a number of
dielectric-bounded cavities of various sizes.
This behaviour is found mainly in cast-resin
insulation, and is caused by the production
of electrically-conducting products (e.g.
water) by the action of the discharges on the
resin

LEADS GOOD ATTENTION

LEADS BAD DANGER

WNDG GOOD ATTENTION

WNDG BAD DANGER

E I Internal discharges in laminar cavities. The
behaviour described is found in machine
insulation containing mica

LEADS GOOD ATTENTION

LEADS BAD DANGER

WNDG GOOD ATTENTION

WNDG BAD DANGER

F Internal discharges in gas bubbles in an
insulating liquid in contact with moist
cellulose (ejj. oil-impregnated paper) mainly
in capacitors. The bubbles are generated by
the action of electric stress on the moist
cellulose. The bubbles increase in size and
number under the action of discharges, but
dissolve in the liquid and so disappear upon
removing the stress for a sufficient period of
time

TANK GOOD ATTENTION

BAD DANGER

(continued)
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Table 1 (continued)

Case of PD occurence PD location
categories

Oil
condition

Emergency

Case Indication

G Internal discharges between metal or carbon
and dielectric in a cavity. If a response
having greater discharge magnitude occurs
at a higher voltage, this indicates discharges
in a second cavity. It is often difficult to be
sure that a response of this type indicates a
cavity between metal or carbon and
dielectric, as cavities within the dielectric
may have metallic or carbonaceous
inclusions or a non-uniform surface
conductivity

TAP
CHANGER

GOOD ATTENTION

BAD DANGER

H Internal discharges between metal or carbon
and dielectric in a number of cavities of
various sizes. It is often difficult to be sure
that a response of this type indicates cavities
between metal or carbon and dielectric, as
cavities within the dielectric may have
metallic or carbonaceous inclusions or
non-uniform surface conductivities;
Surface discharges taking place between
external metal or carbon and dielectric
surfaces

TAP
CHANGER

GOOD ATTENTION

BAD DANGER

TANK GOOD ATTENTION

BAD DANGER

J “Floating objects”: discharge or unwanted
disturbance caused by an air gap between
metallic or carbonaceous conductors. The
gap may be actually inside the specimen
itself, e.g. a loose connection to a screen, or
it may be located at various points in the test
circuit. More usually it is a gap between two
quite independent metallic objects (or a
single metallic object and earth) across
which a voltage is produced by electrostatic
induction from the test circuit. The
disturbance may, for example, be caused by
metallic objects lying on the ground. In
consequence, a clean laboratory floor is
required for tests at voltages above 30 kV. It
should be noted that similar but very large
discharges may be produced by gas
discharge tubes built into the input circuit of
the discharge detector for overvoltage

LEADS GOOD DANGER

BAD DANGER

(continued)
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Table 1 (continued)

Case of PD occurence PD location
categories

Oil
condition

Emergency

Case Indication

K Electrical transient produced by mechanical
movement of part of an electrode under the
influence of the electric field. This effect is
usually observed in defective capacitors in
which a small section of an electrode in the
form of a metallic foil or metalizing is free to
move

OTHER GOOD DANGER

BAD DANGER

L External corona discharge from a sharp
metal point or edge. If the discharges are on
the negative half cycle of the test waveform,
the point is at high voltage. If the discharges
are on the positive half cycle the point is at
earth potential. In consequence a test
installation, in which both the high-voltage
and earthed conductors are free from sharp
edges and points, is needed for tests at
voltages above 30 kV

TAP
CHANGER

GOOD ATTENTION

BAD DANGER

M Corona discharge from a sharp metal point
or edge in an insulating liquid. If the larger
discharges are on the positive half cycle of
the test waveform, the point is at high
voltage. If the larger discharges are on the
negative half cycle, the point is at earth
potential. A multiple pattern may be
obtained if an edge having more than one
radius of curvature is involved

TAP
CHANGER

GOOD ATTENTION

BAD DANGER

TANK GOOD ATTENTION

BAD DANGER

N Contact noise due to imperfect
metal-to-metal joints, or due to contact
between graphite particles in
semi-conducting screens (particularly
carbon-black paper and semi-conducting
screens in plastics-insulated cables). The
contacts producing the noise may be actually
inside the specimen itself or they may be
located at various points in the test circuit. If
the resolution of the discharge detector can
be improved (e.g. by reducing the time
constant of the detection circuit), this may
reduce superposition of discharge pulses and
so reduce the magnitude of the response.
Contact noise frequently occurs in capacitors
in which connection to the foils is made via
metallic inserts. Such noise can often be
eliminated by charging the capacitor then
short-circuiting it

OTHER GOOD WORK

BAD ATTENTION
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discharge that is detected. In substations, information for the condition of the oil is
provided by technical labs in six month intervals.

In Table 1 a number of possible classifications of power transformer states are
presented according to emergency (Fig. 16).

The block diagram shown in Fig.16 presents the input and output data for the
Module of Decision.

The input data is:

• Case of PD occurrence—case H and M;
• Partial discharge location—TANK;
• Oil condition—GOOD.

The output data is related to the state of the transformer -Attention.
When the data from the Module of Classification is acquired, as in Fig. 17 the

procedure is continued with the Module of Decision following the software
implementation.

MODULE OF 
DECISION

INPUT DATA OUTPUT DATA

Fig. 16 Block diagram for Module of Decision

Fig. 17 Module of Conclusion screenshot
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The software determines the level of criticality of the power transformer state.
The software result was: ATTENTION. This means attention should be paid till the
transformer should be open for repaired.

The trace of track at the tank of transformer was obtained after inspection.
Pictures with marks from partial discharges are shown in Fig. 18.

There are many methods to diagnose the state of the power transformers. The
electrical method of measurement of the electromagnetic waves caused by the
partial discharges in the volume of the power transformer provides the maximum
information, it can be analyzed.

The new software system was described. This kind of software analysis is
considerably new and it is still in progress. The possibility to make calculations of
the pulse shape features offers a powerful tool for pulse classification. The proposed
new features provide meaningful and additional information for PD analysis.

The chosen approach provides accurate method for determining the incipient
faults accompanied with partial discharges and also the final assessment of con-
dition of the power transformer.

Case H

Case M

(a) (b) 

(c) (d) 

Fig. 18 Trace of partial discharges track and corona in oil
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Advanced Short-Circuit Analysis
for the Assessment of Voltage Sag
Characteristics

Marios N. Moschakis

Abstract An advanced assessment of voltage sag characteristics requires analytical
mathematical expressions extracted from proper short-circuit analysis. In this
document, the procedure for the extraction of those expressions is analytically
described. All parameters affecting the response of a power network to a fault are
taken into account. The expressions extracted enable the calculation of the
during-fault voltage vector for a fault not only at the network’s buses but also at
every position within the network. They also enable the drawing of the voltage
magnitude or the phase-angle jump in relation with the distance to the fault from the
one power line end. Moreover, a simple and effective way to incorporate the phase
shift introduced by devices or transformers is proposed. A test network is used for
the demonstration of the effectiveness of those expressions and the understanding of
voltage sag characteristics.

Keywords Power systems � Short-circuit � Voltage sags (dips) � Fault distance �
Phase shift (angular displacement) � Transformer’s vector group

1 Introduction

Voltage sags are rapid drops in the rms voltage and are mainly caused by
short-circuits in the electric power transmission or distribution system. They are
characterized by the remaining (retained or during-fault) voltage magnitude.
Short-circuits give the most severe sags and their consequences on sensitive
equipment, such as computers, adjustable speed drives or control devices, can be
significant. Voltage sags are as critical as voltage interruptions for common
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industrial sites, which are more severe but less frequent. The sensitivity of equip-
ment and sag frequency (annual number of sags) causes financial losses that may be
enormous for some industrial customers. The current short-circuit analysis aims at
the calculation of voltage sag characteristics during short-circuits at electricity
transmission and distribution networks.

A short-circuit is accompanied with large currents flowing throughout a power
network. As voltage sags is a major concern of industrial customers in the recent
years, the short-circuit analysis became more orientated on the assessment of
voltage sag characteristics rather than the assessment of overcurrents. However, the
basic principles on which the short-circuit analysis is based on both cases, are the
same. The response of an electric power network can be assessed if a number of
affecting factors are known. These factors include the fault characteristics, the
structure and topology of a power network and the pre-fault voltages of the net-
work’s buses or nodes.

For a high accuracy on the assessment of voltage sag characteristics due to faults
on a power network, analytical mathematical expressions should be used, which
will incorporate all those factors. In the next Sections, mathematical expressions
will be analytically extracted and presented, which will calculate the sag magnitude
or during-fault voltage vector due to faults not only on the network’s buses but also
on every position of the power network. Those expressions will allow the drawing
of the during-fault voltage magnitude versus the distance to the fault from the one
power line end. For the verification and further understanding of those analytical
expressions that give the during-fault voltage for each phase, a properly designed
test network is used. Using this network, the sag characteristics are studied. The
studied power network includes a phase-shifting power transformer in order to
show how its phase shift can be incorporated in a simple and effective way into the
mathematical expressions.

2 Advanced Short-Circuit Analysis

Short circuits (or faults) at power networks are distinguished in symmetrical (or
three-phase) and asymmetrical (one-phase-to-ground, the two-phase and the
two-phase-to-ground) faults. Voltage sags are distinguished in a similar way to
symmetrical (or balanced) and asymmetrical (or unbalanced) sags.

For the calculation of voltages and currents during faults at large and meshed
power networks, digital methods have been developed in order to provide results in
a short time with high accuracy. The main digital short-circuit analysis method is
the method of current injection. According to this method, a short-circuit in a
random position can be represented by a current injection (or absorption) at this
position. The during-fault voltage is then given by the pre-fault voltage plus (mi-
nus) the voltage change due to this current injection (absorption).
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By representing the power network by the bus impedance matrix [Ζz], it can be
proved that the voltage of a network bus k during a fault at another network bus
f (fault) is given by the following equation:

~Vkf ¼ ~Vpref
k � Zkf � ~If ; ð1Þ

where k is the bus where the voltage is calculated, f the faulted bus, ~Vpref
k is the

pre-fault voltage of bus k, Zkf the non-diagonal element of the bus impedance

matrix ½Zz� and ~If the fault current of bus f.
The fault current ~If is proved to be given by the following equation:

~If ¼
~Vpref
f

Zff þ Zf
; ð2Þ

where Zff the diagonal element of bus impedance matrix ½Zz� and Zf the fault
impedance. Thus, the voltage of bus k due to a fault on bus f is given by:

~Vkf ¼ ~Vpref
k � Zkf

Zff þ Zf
� ~Vpref

f ; ð3Þ

In case of symmetrical (three-phase) faults, the positive-sequence components
are used for Zkf and Zff . For the calculation of voltages and currents in case of an
asymmetrical fault, the method of sequence components is used where the
three-phase vector system is transformed to three other systems: the positive-, the
negative- and the zero-sequence system. The three-phase circuit is also represented
by three sequence circuits. The basic principles of the method of current injection
can be applied to each sequence circuit. Assuming pre-fault three-phase voltage
symmetry, which means that only positive-sequence voltage is non-zero, the
sequence voltages of a bus k during an asymmetrical fault on bus f are given by the
following equations:

~V ð0Þ
kf ¼ 0� Zð0Þ

kf � ~Ið0Þf ¼ �Zð0Þ
kf � ~Ið0Þf ; ð4aÞ

~V ð1Þ
kf ¼ ~Vpref

k � Zð1Þ
kf � ~Ið1Þf ; ð4bÞ

~V ð2Þ
kf ¼ 0� Zð2Þ

kf � ~Ið2Þf ¼ �Zð2Þ
kf � ~Ið2Þf ; ð4cÞ

where ~V ð0Þ
kf ; ~V ð1Þ

kf ; ~V ð2Þ
kf , ~Ið0Þf ;~Ið1Þf ;~Ið2Þf and Zð0Þ

kf ; Z
ð1Þ
kf ; Z

ð2Þ
kf are the zero (0), positive

(1) and negative (2) voltages of bus k due to fault on bus f, the fault currents flowing
in the sequence circuits and the non-diagonal elements of the bus impedance
matrices ½Zð0Þ

z �; ½Zð1Þ
z �; ½Zð2Þ

z �, respectively.
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The fault currents of each sequence have different value for every fault type due
to the different way the three sequence circuits are connected at the fault position.
Consequently, the sequence voltages are different for each fault type. For the cal-
culation of phase voltages ~VA

kf , ~V
B
kf , ~V

C
kf of bus k due to asymmetrical faults on bus f,

the following transformation is used:

~VA
kf

~VB
kf

~VC
kf

2
64

3
75 ¼

1 1 1
1 a2 a
1 a a2

2
4

3
5 �

~V ð0Þ
kf

~V ð1Þ
kf

~V ð2Þ
kf

2
664

3
775; ð5Þ

where a ¼ ej2p=3 is the Fortesque operator.

2.1 Fault Position f as a New Bus

For a more precise assessment of voltages and currents, it is important to use
analytical expressions that calculate those quantities due to all fault types on every
bus or fault position within a power line. These expressions should be applicable on
meshed and radial power networks.

In order to express the during-fault voltage and currents in relation with the fault
position on a power line, we assume a new bus added on this line. Specifically, we
assume short-circuit on line p-q at position f between the buses p and q and in fault
distance equal to ‘ � Lpq from bus p, where 0� ‘� 1 and Lpq is the line length as
shown in Fig. 1.

2.2 Pre-fault Voltage ~Vpref
f ð‘Þ as a Function of Fault

Distance

When a bus f is inserted on an already existing line p-q of a power network, the bus
impedance matrix [Ζz] is altered. The diagonal and the non-diagonal elements of the
new matrix [Ζz

′ ] can be expressed as a function of the distance ‘ of this new bus
from the one point of the power line (sliding-bus technique). However, the cal-
culation of the new matrix [Ζz

′ ] is not required. Only the general expression of the
new matrix elements is required for the expression of the during-fault voltage
versus distance of the fault position from the one power line end.

Fig. 1 Fault position f on line
p-q

244 M.N. Moschakis



Let us assume that a current ~Ipq flows on power line p-q as shown in Fig. 1. For
the part p-f of the line p-q, it can be written:

~Vf � ~Vp ¼ zpf � ~Ipq ¼ ‘ � zpq � ~Ipq )
~Vf � ~Vp

‘
¼ zpq � ~Ipq

Similarly for the part f-q:

~Vq � ~Vf

1� ‘
¼ zpq � ~Ipq

where zpq, zpf, zfq are the physical impedances of each part of the power line.
Combining those two equations:

~Vf � ~Vp

‘
¼

~Vq � ~Vf

1� ‘
) ~Vf ¼ ð1� ‘Þ � ~Vp þ ‘ � ~Vq

This expression applies also for the pre- and during-fault voltages and for all
sequence components. Thus, the following expression is derived:

~Vpref
f ð‘Þ ¼ ð1� ‘Þ � ~Vpref

p þ ‘ � ~Vpref
q ; ð6Þ

where the voltages ~Vpref
p and ~Vpref

q are usually assumed equal to 1 pu.

2.3 Non-diagonal Element Zkf ð‘Þ Versus Fault Distance

The diagonal elements of the bus impedance matrices are the impedance of each
bus (or node) with respect to a reference bus. In other words, each diagonal element
is the equivalent Thevenin impedance as it is seen from this bus. Thus, the diagonal
elements can give the fault current for every fault on power network buses.

The diagonal element Zkk is defined as the change in voltage of a bus k due to a
current injection on position k divided by this current when the currents on the other
network buses are zero. Thus, it can be expressed by the following equation in case
of a short-circuit (sc) on bus k:

Zkk ¼ D~Vk

~Ik;sc
j~Il;sc¼0 8l 6¼ k

Similarly, a non-diagonal element Zkv is defined as the change in voltage of bus
k due to a current injection on position v divided by this current when the currents
on the other network buses are zero. These elements allow the calculation of
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during-fault voltages and their general expression in case of a short-circuit (sc) on
bus v is given by:

Zkm ¼ D~Vk

~Im;sc
j~Il;sc¼0 8l 6¼ m

Consequently, the non-diagonal elements Zkf and Zfk are equal and are defined by
the following expressions:

Zkf ¼ D~Vk

~If
j~Il;sc¼0 8l 6¼ f ; Zfk ¼ D~Vf

~Ik;sc
j~Il;sc¼0 8l 6¼ k

Equation (6) can be written for the change in voltage of bus f during a fault on
bus k. By dividing this relationship with the fault current ~Ik;sc of bus k, we obtain:

D~Vf

~Ik;sc
¼ ð1� ‘Þ � D

~Vp

~Ik;sc
þ ‘ � D

~Vq

~Ik;sc

Thus, we finally obtain the expression for the non-diagonal element Zkf ð‘Þ:

Zkf ð‘Þ ¼ Zfkð‘Þ ¼ ð1� ‘Þ � Zpk þ ‘ � Zqk; ð7Þ

2.4 Diagonal Element Zff ð‘Þ Versus Fault Distance

We assume a fault on position f of line p-q, which means a current injection ~If on
position f as shown in Fig. 2.

For the parts p-f and f-q of line p-q, the following expression can be written:

~Vf � ~Vp ¼ ‘ � zpq � ~I2; ~Vf � ~Vq ¼ ð1� ‘Þ � zpq � ~I1

Multiplying the first expression with the quantity ð1� ‘Þ and the second one
with ‘, adding left and right parts of the equal sign and taking into account equation
~If ¼ ~I1 þ~I2, we finally obtain:

Fig. 2 Current injection ~If on
position f of line p-q
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~Vf � ð1� ‘Þ � ~Vp � ‘ � ~Vq ¼ ‘ � ð1� ‘Þ � zpq � ~If

By dividing this expression by the quantity ~If we obtain:

~Vf

~If
� ð1� ‘Þ �

~Vp

~If
� ‘ �

~Vq

~If
¼ ‘ � ð1� ‘Þ � zpq ) Zff

¼ ð1� ‘Þ � Zpf þ ‘ � Zqf þ ‘ � ð1� ‘Þ � zpq

By replacing the elements Zpf and Zqf from the following relationships based on
Eq. (7):

Zpf ¼ ð1� ‘Þ � Zpp þ ‘ � Zpq;Zqf ¼ ð1� ‘Þ � Zpq þ ‘ � Zqq

we finally obtain the diagonal element Zff ð‘Þ:

Zff ð‘Þ ¼ ð1� ‘Þ2 � Zpp þ ‘2 � Zqq þ 2 � ‘ � ð1� ‘Þ � Zpq þ ‘ � ð1� ‘Þ � zpq; ð8Þ

where the elements Zpp, Zqq and Zpq are defined in the bus impedance matrix, and
Zpq is the physical impedance of line p-q. As for the Eqs. (6) and (7), Eq. (8) applies
for all sequence components.

3 Analytical Expressions Per Fault Type Versus Fault
Distance

Based on the above analysis, analytical expressions can be obtain for every fault
type anywhere on a power network as a function of the fault distance from the one
power line end.

3.1 Three-Phase Faults

Equation (3) can be written as a function of the distance to the fault ‘ in the
following way:

~Vkf ð‘Þ ¼ ~Vpref
k � Zð1Þ

kf ð‘Þ
Zð1Þ
ff ð‘Þþ Zf

� ~Vpqo
f ð‘Þ; ð9Þ

This equation gives the during-fault voltage vector and also the voltage sag
magnitude j~Vkf ð‘Þj and the subsequent phase-angle jump.
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3.2 One-Phase-to-Ground Faults

In case of a one-phase-to-ground fault on a random bus (or position) f, the positive-,
negative- and zero-sequence circuits are connected is series, as shown in Fig. 3.

The sequence currents are given by the following expressions:

~Ið1Þf ¼ ~Vpref
f

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

; ð10aÞ

~Ið2Þf ¼ ~Ið1Þf ; ð10bÞ

~Ið0Þf ¼ ~Ið1Þf ; ð10cÞ

By combining Eqs. (4a, 4b, 4c) and (10a, 10b, 10c), expressions for the sequence
voltage are derived:

~V ð1Þ
kf ¼ ~Vpref

k � Zð1Þ
kf

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

� ~Vpref
f ; ð11aÞ

~V ð2Þ
kf ¼ � Zð2Þ

kf

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

� ~Vpref
f ; ð11bÞ

~V ð0Þ
kf ¼ � Zð0Þ

kf

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

� ~Vpref
f ; ð11cÞ

Applying the transformation to the phase components, the following expressions
are derived for the during-fault phase voltages of bus k due to a
one-phase-to-ground fault on bus f. If no phase-shifting component exists between

Fig. 3 Sequence circuits as
connected in case of a
one-phase-to-ground fault on
bus f
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buses k and f, e.g. a power transformer of a certain vector group, the sag magnitude
is the during-fault voltage of phase A.

~VA
kf ð‘Þ ¼ ~Vpref

k � Zð1Þ
kf ð‘Þþ Zð2Þ

kf ð‘Þþ Zð0Þ
kf ð‘Þ

Zð1Þ
ff ð‘Þþ Zð2Þ

ff ð‘Þþ Zð0Þ
ff ð‘Þþ 3 � Zf

� ~Vpref
f ð‘Þ; ð12aÞ

~VB
kf ð‘Þ ¼ a2 � ~Vpref

k � a2 � Zð1Þ
kf ð‘Þþ a � Zð2Þ

kf ð‘Þþ Zð0Þ
kf ð‘Þ

Zð1Þ
ff ð‘Þþ Zð2Þ

ff ð‘Þþ Zð0Þ
ff ð‘Þþ 3 � Zf

� ~Vpref
f ð‘Þ; ð12bÞ

~VC
kf ð‘Þ ¼ a � ~Vpref

k � a � Zð1Þ
kf ð‘Þþ a2 � Zð2Þ

kf ð‘Þþ Zð0Þ
kf ð‘Þ

Zð1Þ
ff ð‘Þþ Zð2Þ

ff ð‘Þþ Zð0Þ
ff ð‘Þþ 3 � Zf

� ~Vpref
f ð‘Þ; ð12cÞ

3.3 Two-Phase Faults

In this case, the sequence circuits are connected in parallel as shown in Fig. 4. The
sequence currents are given by the following expressions:

~Ið1Þf ¼ ~Vpref
f

Zð1Þ
ff þ Zð2Þ

ff þ Zf
; ð13aÞ

~Ið2Þf ¼ ~Ið1Þf ; ð13bÞ

~Ið0Þf ¼ 0; ð13cÞ

By combining Eqs. (4b, 4b, 4c) and (13a, 13b, 13c), expressions for the
sequence voltage are derived:

Fig. 4 Sequence circuits and
their connection in case of a
two-phase fault on bus f
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~V ð1Þ
kf ¼ ~Vpref

k � Zð1Þ
kf

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

� ~Vpref
f ; ð14aÞ

~V ð2Þ
kf ¼ � Zð2Þ

kf

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

� ~Vpref
f ; ð14bÞ

~V ð0Þ
kf ¼ � Zð0Þ

kf

Zð1Þ
ff þ Zð2Þ

ff þ Zð0Þ
ff þ 3 � Zf

� ~Vpref
f ; ð14cÞ

Transforming back to the phase components, the expressions below are derived
for the during-fault phase voltages of bus k due to a two-phase fault on bus
f. Voltage sag magnitude is derived by the minimum among them. If no
phase-shifting component exists between buses k and f, e.g. a power transformer of
a certain vector group, the sag magnitude is calculated by the minimum during-fault
voltage of phases B and C.

~VA
kf ð‘Þ ¼ ~Vpref

k � Zð1Þ
kf ð‘Þ � Zð2Þ

kf ð‘Þ
Zð1Þ
ff ð‘Þþ Zð2Þ

ff ð‘Þþ Zf
� ~Vpref

f ð‘Þ; ð15aÞ

~VB
kf ð‘Þ ¼ a2 � ~Vpref

k � a2 � Zð1Þ
kf ð‘Þ � a � Zð2Þ

kf ð‘Þ
Zð1Þ
ff ð‘Þþ Zð2Þ

ff ð‘Þþ Zf
� ~Vpref

f ð‘Þ; ð15bÞ

~VC
kf ð‘Þ ¼ a � ~Vpref

k � a � Zð1Þ
kf ð‘Þ � a2 � Zð2Þ

kf ð‘Þ
Zð1Þ
ff ð‘Þþ Zð2Þ

ff ð‘Þþ Zf
� ~Vpref

f ð‘Þ; ð15cÞ

3.4 Two-Phase-to-Ground Faults

In this case, the sequence circuits are connected in parallel as shown in Fig. 5.
The total circuit impedance and the sequence currents are given by the following

expressions:
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Ztot ¼ Zð1Þ
ff þ ½Zð2Þ

ff == ðZð0Þ
ff þ 3 � Zf Þ� ¼ Zð1Þ

ff þ Zð2Þ
ff � ðZð0Þ

ff þ 3 � Zf Þ
Zð2Þ
ff þ Zð0Þ

ff þ 3 � Zf

~Ið1Þf ¼
~Vpref
f

Ztot
;

~Ið2Þf ¼ �~Ið1Þf � Zð0Þ
ff þ 3 � Zf

Zð2Þ
ff þ Zð0Þ

ff þ 3 � Zf
;

~Ið0Þf ¼ �~Ið1Þf � Zð2Þ
ff

Zð2Þ
ff þ Zð0Þ

ff þ 3 � Zf
;

Thus, the final expressions for the sequence currents are as follows:

~Ið1Þf ¼ Zð2Þ
ff þ Zð0Þ

ff þ 3 � Zf
Zð1Þ
ff � Zð0Þ

ff þ Zð2Þ
ff � Zð1Þ

ff þ Zð0Þ
ff � Zð2Þ

ff þ 3 � Zf � ðZð1Þ
ff þ Zð2Þ

ff Þ
� ~Vpref

f ; ð16aÞ

~Ið2Þf ¼ � Zð0Þ
ff þ 3 � Zf

Zð1Þ
ff � Zð0Þ

ff þ Zð2Þ
ff � Zð1Þ

ff þ Zð0Þ
ff � Zð2Þ

ff þ 3 � Zf � ðZð1Þ
ff þ Zð2Þ

ff Þ
� ~Vpref

f ; ð16bÞ

~Ið0Þf ¼ � Zð2Þ
ff

Zð1Þ
ff � Zð0Þ

ff þ Zð2Þ
ff � Zð1Þ

ff þ Zð0Þ
ff � Zð2Þ

ff þ 3 � Zf � ðZð1Þ
ff þ Zð2Þ

ff Þ
� ~Vpref

f ; ð16cÞ

By combining Eqs. (4b, 4b, 4c) and (16a, 16b, 16c), expressions for the
sequence voltage are derived:

Fig. 5 Sequence circuits as
connected in case of a
two-phase-to-ground fault on
bus f
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~V ð1Þ
kf ¼ ~Vpref

k � Zð1Þ
kf � ðZð0Þ

ff þ Zð2Þ
ff þ 3 � Zf Þ

Zð1Þ
ff � Zð0Þ

ff þ Zð2Þ
ff � Zð1Þ

ff þ Zð0Þ
ff � Zð2Þ

ff þ 3 � Zf � ðZð1Þ
ff þ Zð2Þ

ff Þ
� ~Vpref

f ;

ð17aÞ

~V ð2Þ
kf ¼ Zð2Þ

kf � ðZð0Þ
ff þ 3 � Zf Þ

Zð1Þ
ff � Zð0Þ

ff þ Zð2Þ
ff � Zð1Þ

ff þ Zð0Þ
ff � Zð2Þ

ff þ 3 � Zf � ðZð1Þ
ff þ Zð2Þ

ff Þ
� ~Vpref

f ; ð17bÞ

~V ð0Þ
kf ¼ Zð0Þ

kf � Zð2Þ
ff

Zð1Þ
ff � Zð0Þ

ff þ Zð2Þ
ff � Zð1Þ

ff þ Zð0Þ
ff � Zð2Þ

ff þ 3 � Zf � ðZð1Þ
ff þ Zð2Þ

ff Þ
� ~Vpref

f ; ð17cÞ

Transforming back to the phase components, the expressions below are derived
for the during-fault phase voltages of bus k due to a two-phase-to-ground fault on
bus f. Voltage sag magnitude is derived by the minimum among them. If no
phase-shifting component exists between buses k and f, e.g. a power transformer of
a certain vector group, the sag magnitude is calculated by the minimum during-fault
voltage of phases B and C.

~VA
kf ð‘Þ ¼ ~Vpref

k � ½Zð1Þ
kf ð‘Þ � ðZð2Þ

ff ð‘Þþ Zð0Þ
ff ð‘Þþ 3ZruÞ � � � �

Zð1Þ
ff ð‘Þ � Zð2Þ

ff ð‘Þþ Zð1Þ
ff ð‘Þ � Zð0Þ

ff ð‘Þþ Zð2Þ
ff ð‘Þ � Zð0Þ

ff ð‘Þþ � � �
� � � � Zð2Þ

kf ð‘Þ � ðZð0Þ
ff ð‘Þþ 3Zf Þ � Zð0Þ

kf ð‘Þ � Zð2Þ
ff ð‘Þ� � ~Vpref

f ð‘Þ
� � � þ ½Zð1Þ

ff ð‘Þþ Zð2Þ
ff ð‘Þ� � 3 � Zf

;

ð18aÞ

~VB
kf ð‘Þ ¼ a2 � ~Vpref

k � ½a2 � Zð1Þ
kf ð‘Þ � ðZð2Þ

ff ð‘Þþ Zð0Þ
ff ð‘Þþ 3ZruÞ � � � �

Zð1Þ
ff ð‘Þ � Zð2Þ

ff ð‘Þþ Zð1Þ
ff ð‘Þ � Zð0Þ

ff ð‘Þþ � � �
� � � � a � Zð2Þ

kf ð‘Þ � ðZð0Þ
ff ð‘Þþ 3Zf Þ � Zð0Þ

kf ð‘Þ � Zð2Þ
ff ð‘Þ� � ~Vpref

f ð‘Þ
cdotsþ Zð2Þ

ff ð‘Þ � Zð0Þ
ff ð‘Þþ ½Zð1Þ

ff ð‘Þþ Zð2Þ
ff ð‘Þ� � 3 � Zf

;

ð18bÞ

~VC
kf ð‘Þ ¼ a � ~Vpref

k � ½a � Zð1Þ
kf ð‘Þ � ðZð2Þ

ff ð‘Þþ Zð0Þ
ff ð‘Þþ 3Zf Þ � � � �

Zð1Þ
ff ð‘Þ � Zð2Þ

ff ð‘Þþ Zð1Þ
ff ð‘Þ � Zð0Þ

ff ð‘Þþ � � �
� � � � a2 � Zð2Þ

kf ð‘Þ � ðZð0Þ
ff ð‘Þþ 3Zf Þ � Zð0Þ

kf ð‘Þ � Zð2Þ
ff ð‘Þ� � ~Vpref

f ð‘Þ
� � � þ Zð2Þ

ff ð‘Þ � Zð0Þ
ff ð‘Þþ ½Zð1Þ

ff ð‘Þþ Zð2Þ
ff ð‘Þ� � 3 � Zf

;

ð18cÞ
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4 Effects of Phase-Shifting Transformers or Devices

A phase-shifting transformer or device connected at transmission or distribution
level will alter the power network’s response to short-circuits. The bus impedance
matrices will be different but also the analytical expressions extracted in the pre-
vious must be modified. As power transformers with a phase shift (angular dis-
placement) are commonly used in power networks, we focus on their effect on
during-fault voltages. Common vector groups of transformers related with their
winding connectivity and angular displacement can be found in IEC 60076-1
Standard [1]. In this document, the related terminology is defined. It consists of:

• Letters identifying the configuration of the phase windings. In three-phase ac
systems, winding connections are categorized as Delta (D, d), Star or Wye (Y,
y), Interconnected star or zigzag (Z, z) and Open or Independent (III, iii)
windings [1]. Capital letters relate to the High-Voltage (HV) windings,
lower-case letters to the Medium-Voltage (MV) and Low-Voltage
(LV) windings. The vector group begins with the capital letter.

• A letter (N, n), which indicates that the neutral of a winding in star or inter-
connected star is brought out.

• A number indicating the phase displacement between the voltages of the
windings taking as a reference the HV winding. This number, multiplied by 30°,
denotes the angle by which the vector of the LV winding (phase voltages) lags
that of the HV winding. The angle of any LV winding is conventionally
expressed by the ‘clock notation’, that is, the hour indicated by the winding
phasor when the HV winding phasor is at 12 o’ clock (rising numbers indicate
increasing phase lag). Common three-phase transformer connections (with no
reference to the neutral point of the star-connected windings) according to IEC
60076-1 are presented in Table 1.

For example, a transformer with a vector group of Dyn1 has a delta-connected
HV winding and a wye-connected LV winding with its neutral point brought out.
The angle of the LV winding phase voltages lags the HV by 30°. Moreover, a
transformer with a star-connected HV winding having its neutral ungrounded, and a
delta-connected LV winding with 330° lagging (or 30° leading) angular displace-
ment, is denoted as Yd11.

Table 1 Three-phase faults
(Coefficients d and n)

Coefficients d Coefficients n

d2 ¼ Zð1Þ
pp þ Zð1Þ

qq � 2 � Zð1Þ
pq � zð1Þpq

d2 ¼ n2

d1 ¼ 2 � Zð1Þ
pq � 2 � Zð1Þ

pp þ zð1Þpq n1 ¼ d1 þ Zð1Þ
pk � Zð1Þ

qk

d0 ¼ Zð1Þ
pp n0 ¼ d0 � Zð1Þ

pk
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4.1 Incorporation of Phase Shift on Analytical Expressions

In case of three-phase faults, the power transformer’s phase shift will not affect the
analytical expressions which give the during-fault voltage. In case of asymmetrical
(unbalanced) faults, the transformer’s vector group should be taken into account
and proper modifications in the analytical equations giving during-fault rms phase
voltages should be done. These modifications include the adjustment of
zero-sequence bus impedance matrix which is related with the winding connections.
Moreover, the phase displacement (if any) introduced by the transformer should be
incorporated into the analytical equations.

For example, a Dy1 (or Yd1) transformer introduces a phase displacement of –1
× 30° in the positive-sequence voltage and a +30° in the negative-sequence voltage
when passing through this transformer from the HV to the LV winding, which is
also applies for the fault currents [2]. Thus, a phase shift of +60° (or –a2 in terms of
Fortesque operator) in the negative-sequence voltage can be applied, which is
finally applied at the negative-sequence transfer impedance Zkf of buses at HV (bus
k) and LV (bus f) winding [3, 4]. Similarly, a phase shift of –60° (or –a) in the
negative-sequence voltage should be applied when a fault occurs on the LV side
and observed by a node on the HV side as shown in Fig. 6.

4.2 Transformer’s Phase-Shift and Sag Magnitude

The phase displacement introduced by transformers of certain vector groups will
also affect the characteristics of the during-fault voltages and the sag magnitude. This
happens when faults occur at the other side of a transformer from which the
during-fault voltages are calculated. Specifically, two-phase- and two-phase-to-
ground faults result in only one sagged phase and one-phase-to-ground faults result
in two sagged phase voltages.

Fig. 6 Effect on positive- and
negative-sequence voltage
vectors
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The most interesting effect of transformers of certain vector groups (1, 5, 7 or 11)
is related with the sag magnitude, which is the minimum among the three
during-fault phase voltages. The sag magnitude at one side of the transformer is
equal for either three-phase, two-phase or two-phase-to-ground faults on the other
side of the transformer. Only one-phase-to-ground faults give different sag mag-
nitude. This was proved in [4] using the mathematical equations derived for the
during-fault calculation and by incorporating the effect of transformer’s vector
group on zero- and negative-sequence bus impedance matrices. It should be noted
that this applies for zero fault impedance and equal positive and negative bus
impedance matrices, which are common assumptions used in short-circuit analysis,
and described by the following equations:

Zð1Þ
bus ¼ Zð2Þ

bus;
~Vpref ¼ 1; Zf ¼ 0: ð19Þ

5 Further Processing of Analytical Expressions

The analytical expressions presented in Sect. 3 can be further processed in order to
be easily implemented by software for mathematical applications. This is done by
replacing the expressions (6)–(8) of ~Vpref

f ð‘Þ;Zkf ð‘Þ; Zff ð‘Þ respectively into
Eqs. (9), (12a, 12b, 12c), (15a, 15b, 15c) and (18a, 18b, 18c) that give the
during-fault phase voltages in case of each of the four fault types. In case of
three-phase, one-phase-to-ground and two-phase faults, the general expression
taken for each phase voltage is:

~Vkf ð‘Þ ¼ n2 � ‘2 þ n1 � ‘þ n0
d2 � ‘2 þ d1 � ‘þ d0

; ð20Þ

In case of two-phase-to-ground faults, the expression is:

~Vkf ð‘Þ ¼ n4 � ‘4 þ n3 � ‘3 þ n2 � ‘2 þ n1 � ‘þ n0
d4 � ‘4 þ d3 � ‘3 þ d2 � ‘2 þ d1 � ‘þ d0

; ð21Þ

The coefficients n and d are complex numbers. In case of three-phase faults on a
line p-q, the coefficients d, n for the calculation of during-fault voltage of bus
k when common assumptions described by Eq. (19) are applied, are given by the
expressions shown in Table 1.

Furthermore, the effect of the transformer’s phase shift should also be incor-
porated in an easier way. In Sect. 4.1, it is mentioned that a phase shift on the

negative-sequence voltage V ð2Þ
kf can be suitably applied. By a closer examination of

expressions (11b), (14b) and (17b), it can be easily observed that this phase shift

can be equivalently applied on the element Zð2Þ
kf .
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Table 2 One-phase-to-ground faults (Coefficients d and n)

d2 ¼ 2 � Zð1Þ
pp þ 2 � Zð1Þ

qq þ Zð0Þ
pp þ Zð0Þ

qq � 4 � Zð1Þ
pq � 2 � Zð0Þ

pq � 2 � zð1Þpq � zð0Þpq

d1 ¼ 4 � Zð1Þ
pq þ 2 � Zð0Þ

pq � 4 � Zð1Þ
pp � 2 � Zð0Þ

pp þ 2 � zð1Þpq þ zð0Þpq

d0 ¼ 2 � Zð1Þ
pp þ Zð0Þ

pp

nA2 ¼ d2 � ðZð0Þ
pk þ Zð1Þ

pk þ Zð2Þ�
pk Þ

nB2 ¼ a2 � d2 � ðZð0Þ
pk þ a2 � Zð1Þ

pk þ a � Zð2Þ�
pk Þ

nA1 ¼ d1 þðZð0Þ
pk þ Zð1Þ

pk þ Zð2Þ�
pk Þ � ðZð0Þ

qk þ Zð1Þ
qk þ Zð2Þ�

qk Þ
nB1 ¼ a2 � d1 þðZð0Þ

pk þ a2 � Zð1Þ
pk þ a � Zð2Þ�

pk Þ � ðZð0Þ
qk þ a2 � Zð1Þ

qk þ a � Zð2Þ�
qk Þ

nA0 ¼ d0 � ðZð0Þ
pk þ Zð1Þ

pk þ Zð2Þ�
pk Þ

nB0 ¼ a2 � d0 � ðZð0Þ
pk þ a2 � Zð1Þ

pk þ a � Zð2Þ�
pk Þ

*Multiplied by a proper phase shift in case of phase-shifting components

Table 3 Two-phase faults (Coefficients d and n)

d2 ¼ 2 � Zð1Þ
pp þ 2 � Zð1Þ

qq � 4 � Zð1Þ
pq � 2 � zð1Þpq

d1 ¼ 4 � Zð1Þ
pq � 2 � Zð1Þ

pp þ 2 � zð1Þpq

d0 ¼ 2 � Zð1Þ
pp

nB2 ¼ a2 � d2 � a2 � Zð1Þ
pk þ a � Zð2Þ�

pk

nC2 ¼ a � d2 � a � Zð1Þ
pk þ a2 � Zð2Þ�

pk

nB1 ¼ a2 � d1 þ a2 � Zð1Þ
pk � a � Zð2Þ�

pk � a2 � Zð1Þ
qk þ a � Zð2Þ�

qk

nC1 ¼ a � d1 þ a � Zð1Þ
pk � a2 � Zð2Þ�

pk � a � Zð1Þ
qk þ a2 � Zð2Þ�

qk

nB0 ¼ a2 � d0 � a2 � Zð1Þ
pk þ a � Zð2Þ�

pk

nC0 ¼ a � d0 � a � Zð1Þ
pk þ a2 � Zð2Þ�

pk

*Multiplied by a proper phase shift in case of phase-shifting components

Table 4 Two-phase-to-ground faults (Coefficients d only)

d4 ¼ ðZð1Þ
pp þ Zð1Þ

qq � Zð1Þ
pq � zð1Þpq Þ2

þ 2 � ðZð1Þ
pp þ Zð1Þ

qq � Zð1Þ
pq � zð1Þpq Þ � ðZð0Þ

pp þ Zð0Þ
qq � Zð0Þ

pq � zð0Þpq Þ
d3 ¼ ½2 � ðZð1Þ

pp þ Zð1Þ
qq � 2 � Zð1Þ

pq � zð1Þpq Þþ Zð0Þ
pp þ Zð0Þ

qq � 2 � Zð0Þ
pq

� zð0Þpq � � ð2 � Zð1Þ
pq � 2 � Zð1Þ

pp þ zð1Þpq þ 2 � Zð0Þ
pq � 2 � Zð0Þ

pp þ zð0Þpq Þ
d2 ¼ 2 � ðZð1Þ

pp þ Zð1Þ
qq � 2 � Zð1Þ

pq � zð1Þpq Þ � ðZð1Þ
pp þ Zð0Þ

pp Þþ 2 � Zð1Þ
pp � ðZð0Þ

pp þ Zð0Þ
qq � 2 � Zð0Þ

pq � zð0Þpq Þ
þ ð2 � Zð1Þ

p1 � 2 � Zð1Þ
pp þ zð1Þpq Þ � ð2 � Zð1Þ

pq � 2 � Zð1Þ
pp � 4 � Zð0Þ

pp þ 4 � Zð0Þ
pq þ zð1Þpq þ 2 � zð0Þpq Þ

d1 ¼ 2 � ð2 � Zð1Þ
pq � 2 � Zð1Þ

pp þ zð1Þpq Þ � ðZð1Þ
pp þ Zð0Þ

pp Þþ 2 � Zð1Þ
pp � ð2 � Zð0Þ

pq � 2 � Zð0Þ
pp þ zð0Þpq Þ

d0 ¼ Zð1Þ
pp � ðZð1Þ

pp þ 2 � Zð0Þ
pp Þ
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One-phase-to-ground faults on phase A will lead to voltage sag only on phase A
if no phase-shifting components exist between the fault and the observation posi-
tion. When a phase-shifting component exists e.g. a power transformer of certain
vector group, two phases will be sagged. In Table 2, the coefficients d, n in case of
one-phase-to-ground faults are given for phases A and B. For phase C, the coef-
ficients a2 and a change position in relation with the expressions for phase B. The
negative-sequence bus impedance matrix elements that should be multiplied by
phase shift in case of phase-shifting devices are marked with a (*).

In case of two-phase or two-phase-to-ground faults between phases B and C, the
coefficients d, n for phases B and C only are presented in Tables 3, 4 and 5. The
coefficients d, n for phase A can be easily extracted. The negative-sequence bus
impedance matrix elements that should be multiplied by phase shift in case of
phase-shifting component intervenes are marked with a (*).

6 Study Case

Voltage sag assessment is mainly important for industrial customers and usually is
performed in distribution networks. For a more accurate assessment, the contri-
bution of faults at the transmission network feeding the distribution network should
not be ignored. Therefore, a suitable power network for the application of a voltage
stochastic assessment method is as the one shown in Fig. 7. Six industrial customers
are connected at six nodes of the same 20 kV distribution line through a solidly
grounded Dyn1 transformer, widely used in Greece. The equivalent transmission
system consists of three 150 kV lines and is relatively of large size to take into
account the fact that faults even at hundred kilometers away from the critical
customers will cause them severe sags [5].

Assuming a base power of 100 MVA, the positive- and negative-sequence
impedances of the power transformer and the equivalent sources of buses 8 and 9
are j0.4 pu, j0.02 pu and j0.005 pu, respectively. The impedances of the power lines
in ohm/km and in pu are presented in Table 6.

Fig. 7 Single-line diagram of the studied power network
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In order to study symmetrical and asymmetrical short-circuits, the formation of
the positive- and zero-sequence bus impedance matrices ½Zð1Þ

z �ð¼ ½Zð2Þ
z � and ½Zð0Þ

z �Þ
is required. Assuming the node behind the sources as the reference node, the
equivalent networks for the calculation of the bus impedance matrices are as shown
in Figs. 8 and 9.

Table 6 Data of the electric power lines

Power Line
(s)

Positive- and negative-sequence impedances
z(1), z(2)

Zero-sequence impedances
z(0)

1–2, 2–3,
3–4

0.22 + j·0.37 ohm/km
0.55 + j·0.925 pu

0.37 + j·1.56 ohm/km
0.925 + j·3.9 pu

2–5, 3–6 1.26 + j·0.42 ohm/km
1.575 + j·0.525 pu

1.37 + j·1.67 ohm/km
1.7125 + j·2.0875 pu

7–8 0.097 + j·0.391 ohm/km
0.215 + j·0.868 pu

0.497 + j·2.349 ohm/km
1.104 + j·5.22 pu

7–9 0.097 + j·0.391 ohm/km
0.0431 + j·0.17375 pu

0.497 + j·2.349 ohm/km
0.22085 + j·1.044 pu

8–9 0.097 + j·0.391 ohm/km
0.0862 + j·0.3475 pu

0.497 + j·2.349 ohm/km
0.4417 + j·2.088 pu

Fig. 8 Positive-sequence circuit of the studied network

Fig. 9 Zero-sequence circuit of the studied network

Advanced Short-Circuit Analysis for the Assessment … 259



The bus impedance matrices ½Zð1Þ
z � and ½Zð0Þ

z �) are calculated in pu values by the
inversion of the bus conductance matrices and are as follows:

7 Results and Discussion

From the analytical expressions given in the previous Sections, the during-fault
voltage vector per phase can be calculated for every fault position within a power
network. That, is the voltage magnitude as well as the phase-angle jump during
every fault type can be drawn as a function of the distance to the fault from the one
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line end. In the current document, we focus only on the voltage magnitude j~Vkf ð‘Þj
and especially on the sag magnitude, which is the minimum remaining (or
during-fault) voltage among the three phase voltages.

As it is mentioned in Sect. 4, the existence of a phase-shifting device such as a
power transformer of certain vector group between the fault and the calculation
positions affects the results. For our study case where a Dyn1 transformer separates
the two voltage levels, there two different cases that should be examined separately:
without and with the effects of a phase-shifting transformer.

7.1 No Phase-Shifting Devices

In this case, the fault positions and the calculations are applied at the same voltage
level. Equations (20) for three-phase (3ph), one-phase-to-ground (1ph) and
two-phase (2ph) faults as well as Eq. (21) for the two-phase-to-ground (2ph-g)
faults will give the results by using the coefficients from Tables 1, 2, 3, 4 and 5.

In case of 3ph faults, the during-fault voltage magnitude, which is also the sag
magnitude, is calculated for faults applied to Lines 1–2 and 2–5. For Line 1–2, the
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Fig. 10 Sag magnitude of Nodes 1–6 for three-phase and one-phase-to-ground faults on: a Line
1–2, b Line 2–5. In brackets are the sagged phases
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results concern the voltage magnitude of Node 1 and for Line 2–5 the voltage
magnitude of all six nodes. The sag magnitude is drawn as a function of the
distance to the fault in case of 3ph and 1ph faults, and presented in Fig. 10.

In Fig. 11, the results for 2ph and 2ph-g faults between phases B and C are
given. It can be observed that the sag magnitude is given by the during-fault voltage
of phase C. This is further analyzed and proved in [6]. The during-fault voltage of
phase B is also shown for comparisons.

7.2 Effect of Transformer’s Phase Shift

When fault positions and calculations are performed at a different voltage level of
the studied power network shown in Fig. 7, the effect of transformer’s phase shift
should be taken into account. The negative-sequence bus impedance elements
should be multiplied with a certain phase shift angle as described in Sect. 4.

In case that faults occur at the HV transmission lines of the studied network, the
sag magnitude of MV nodes 1–6 is the same for all nodes. In Fig. 12, the sag
magnitude versus fault distance on lines 7–8 and 7–9 for each fault type is depicted.
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Fig. 11 Sag magnitude of Nodes 1–6 for two-phase and two-phase-to-ground faults on: a Line 1–
2, b Line 2–5. In brackets are the sagged phases
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Three-phase (3ph), two-phase (2ph) and two-phase-to-ground (2ph-g) faults on HV
side give the same sag magnitude at MV side and one-phase-to-ground (1ph) faults
give shallow sags, which is due to transformer’s vector group [4].

The effect of transformer’s phase shift is further analyzed by comparing the sag
magnitude of nodes 1 and 7 (Fig. 7) for faults at the MV and HV power lines. In
Fig. 13, the sag magnitude of those nodes due to 3ph and 1ph faults on Line 7–8
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Fig. 12 Sag magnitude of Nodes 1–6 for all fault types on: a Line 7–8, b Line 7–9
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Fig. 13 Sag magnitude (solid line) of nodes 7 and 1 for three-phase and one-phase-to-ground
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(HV area) and Line 1-4 is drawn in relation with the fault distance. It can be easily
observed the positive effect of the transformer’s on the sag magnitude.

In Fig. 14, 2ph and 2ph-g faults between phases B and C on Lines 7–8 and 1–4
are considered. It can be seen in Fig. 14a that for 2ph faults on Line 7–8, the
transformer results in deterioration as regards the sag magnitude of node 1 with
respect to node 7, which is also higher for faults close to node 7. In Fig. 14b, the
difference on during-fault voltage of phases B and C can be observed.

8 Conclusions

This document presents advanced methods in short-circuit analysis. A procedure is
proposed in order to the extraction of analytical mathematical expressions. These
expressions allow the assessment of voltage sag basic characteristics, that is mag-
nitude and phase-angle jump. They are applicable in any network topology and the
give the during-fault voltage vector for all fault types in any position of network.
They allow the drawing of the voltage magnitude or the phase-angle jump in
relation with the distance to the fault from the one power line end.
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Fig. 14 Sag magnitude (solid line) of nodes 7 and 1 for two-phase and two-phase-to-ground faults
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Moreover, a procedure to incorporate the phase shift introduced by devices or
transformers is proposed. Thus, the set of mathematical expressions presented in
this document will allow a fast and accurate assessment of phase shift introduced by
any device or transformer vector group.

Furthermore, a relatively small test network is used for the demonstration of the
effectiveness of those expressions and the understanding of voltage sag character-
istics. However, those expressions allow a fast and accurate short-circuit and
voltage sag analysis of much larger power networks of many different voltage
levels and more than one phase-shifting device or transformer.
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A Genetic Proportional Integral Derivative
Controlled Hydrothermal Automatic
Generation Control with Superconducting
Magnetic Energy Storage

Rajesh Joseph Abraham and Aju Thomas

Abstract In this work, the Automatic Generation Control of an interconnected
hydrothermal power system with Superconducting Magnetic Energy Storage
(SMES) has been investigated. The gain settings of integral controller as well as
Proportional Integral Derivative (PID) controller are tuned by Integral Time
Squared Error (ITSE) criterion using Genetic Algorithm. Simulation, comparison
and analysis of dynamic performances in the presence of Generation Rate
Constraints brings out the superior performance of SMES units and PID controller
in suppressing frequency and inter area tie line power deviations from their nominal
values followed by a step load disturbance in thermal area.

1 Introduction

The problem of keeping electric power system in its normal operating state is of
prime importance in the field of power system operation and control. This has to be
solved by continuous automatic closed loop control [1]. The flows of active power
and reactive power in a transmission network are fairly independent of each other
and are influenced by different control actions. Active power control is closely
related to frequency control and reactive power control is closely related to voltage
control. As constancy of frequency and voltage are important factors in determining
the quality of power supply, the quality of active power and reactive power is vital
to the satisfactory performance of power systems. The frequency of a system is
dependent on active power balance. As frequency is a common factor throughout
the system, a change in active power demand at one point is reflected throughout
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the system by a change in frequency. Because there are many generators supplying
power into the system, some means must be provided to allocate change in demand
to the generators. In an interconnected system with two or more control areas, in
addition to control of frequency, the generation within each area has to be controlled
so as to maintain scheduled power interchange. The control of generation and
frequency is commonly referred to as Load Frequency Control/Automatic
Generation Control [2]. The objectives of AGC are,

1. To hold the system frequency at or very close to a specified nominal value.
2. To maintain the correct value of interchange power between control areas.
3. To maintain each unit’s generation at the most economic value [3].

The problem of active power-frequency control is as old as the power system
technology itself. The first job to do is the development of a system model. Since
the system is exposed to small changes in load or load perturbations for the par-
ticular study, a linearised model is sufficient for its dynamic representation. The
transfer functions for each of the components of power system can be derived from
basic differential equations and Laplace transforms analysis [1, 3–5]. Also one
among several nonlinearity conditions, the generation rate constraint has to be
considered for better understanding of the performance under practical conditions.

A two area interconnected system can be considered for the study. Being the
basic representation of a multi-area system, it has the advantage of being com-
paratively easy and flexible to work with. Also further studies on multi-area systems
with more areas will be based on the basic two area system. A multi-area multiunit
Hydro-Thermal system is adapted for study [5–7].

One of the main factors contributing for performance of AGC is the supple-
mentary control or integral control. Here the integral controller is replaced by PID
controller. The tuning or selection of PID gain values is of much importance in
maintaining frequency and power at nominal values. Conventional optimization
methods have been employed in many studies on AGC [8]. Evolutionary pro-
gramming methods can be adopted for better optimized values of PID gains.
Different methods like Particle Swarm Optimization, Ant Colony System
Algorithm, Genetic Algorithm, and Simulated Annealing are used in power system
control studies for optimization [9–11]. Genetic algorithm technique can be used to
find the best value of PID gains [12]. The GA is a stochastic global search method
that mimics the metaphor of natural biological evolution. GA’s operate on a pop-
ulation of potential solutions applying the principle of survival of the fittest to
produce (hopefully) better and better approximations to a solution. It has the
advantage of searching a population of points in parallel, not a single point and do
not require derivative information or other auxiliary knowledge; only the objective
function and corresponding fitness levels influence the directions of search. GA’s
use probabilistic transition rules, not deterministic ones [13–15].
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Literature survey points out that incorporation of active energy storage devices
or techniques to assist AGC yields better results. Performance of different sources
like battery energy storage, pumped hydro, capacitive energy storage, supercon-
ducting magnetic energy storage in interconnected power systems are observed [1,
2, 16]. A variety of storage technologies are in the market but the most viable are
battery energy storage systems (BESS), pumped storage hydroelectric system,
superconducting magnetic energy storage (SMES) and capacitive energy storage
(CES). Some of the disadvantages of BESS include limited life cycle, voltage and
current limitation and environmental hazards. The disadvantages of pumped hydro
electric units are larger in size, environmental and topographic limitation [17–19].

This article investigates the dynamic performance of both integral and PID
controllers used in the supplementary control of AGC. Also the impact of SMES
unit in an interconnected two area multiunit hydrothermal power system needs to be
analysed. In view of the above, objectives of this work are:

1. To develop a small perturbation transfer function model of a two area inter-
connected hydro-thermal system considering Generation Rate Constraints.

2. To incorporate an SMES coil into the power system model.
3. To optimize the gain settings of the integral and PID controllers with and

without SMES using genetic algorithm method.
4. To compare the dynamic responses with and without SMES and PID controller

following a step load disturbance in the thermal area.

2 Hydrothermal Power Systems Model

A two area multiunit hydrothermal power system is considered for investigation as
shown in Fig. 1. Area 1 consists of two non-reheat thermal units and area 2, with
two hydro units. Each thermal unit has a generation constraint of 10 % per minute
and each hydro unit has 270 % per minute for rising and 360 % per minute for
lowering generation as considered in [20]. The transfer function models used for
this work are developed as in [13].

Figure 1 shows the linear time invariant (LTI) transfer function model of two
area multiunit hydrothermal power system with PID controller and SMES block.
Area participation factors (apf) are also considered as the system under investiga-
tion is a multi unit two area system. apfs are the ratios in which generating units
adjust their power output. It should be noted that in area 1, apf11 + apf22 = 1 and in
area 2, apf21 + apf22 = 1. Here apf11 = apf12 = apf21 = apf22 = 0.5 has been
considered, which means all the units share the load change equally. The values of
the constants in the block diagram for the areas, PID controllers and SMES unit are
given in the appendices.
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3 Superconducting Magnetic Energy Storage

SMES is a technology based on the ability of superconductors to carry high dc
currents with essentially no resistive loss in the presence of significant magnetic
fields, thereby directly storing electrical energy. Independent of the application, an
SMES system consists of a superconducting coil, a refrigerator, a power conversion
system (PCS) and a control system. SMES systems are almost always connected to
an ac power system, but the superconducting coil is inherently a dc device. Thus,
some means of converting ac to dc and back is necessary. This is accomplished by
the power conversion system with a 12 pulse converter and a wye delta connected
transformer arrangement [21].

The electrical interface between the superconducting magnet and the electric
power system is a converter, as shown in Fig. 2. The converter is an ac-to-dc
rectifier and dc-to-ac inverter that changes the alternating current from the utility
into the direct current that must flow continuously in the coil. To charge or dis-
charge, the voltage across the coil is made positive or negative. When the unit is on
standby, independent of storage level, the current is constant and the average
voltage across the superconducting winding is zero.
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The superconducting coil can be charged to a set value from the grid during
normal operation of the power system. Once the superconducting coil gets charged,
it conducts current with virtually no losses as the coil is maintained at extremely
low temperatures. When there is a sudden rise in the load demand, the stored energy
is almost released through the PCS to the power system as alternating current. As
the governor and other control mechanisms start working to set the power system to
the new equilibrium condition, the coil current changes back to its initial value.
Similar action occurs during sudden release of loads. In this case, the coil imme-
diately gets charged towards its full value, thus absorbing some portion of the
excess energy in the system and as the system returns to its steady state, the excess
energy absorbed is released and the coil current attains its normal value. The control
of the converter firing angle α provides the dc voltage appearing across the inductor
to be continuously varying within a certain range of positive and negative values.
The inductor is initially charged to its rated current Id0 by applying a small positive
voltage. Once the current reaches its rated value, it is maintained constant by
reducing the voltage across the inductor to zero since the coil is superconducting
[21, 22].

Neglecting the transformer and the converter losses, the dc voltage is given by

Ed ¼ 2VdoCosa� 2IdRC ð1Þ

where Ed is the dc voltage applied to the inductor in kV, α is the firing angle in
degrees, Id is the current flowing through the inductor in kA, RC is the equivalent
commutating resistance in kΩ and Vd0 is the maximum circuit bridge voltage in kV.
Charging and discharging of the SMES unit is controlled through the change of
commutation angle α. If α is less than 90°, converter acts in the converter mode
(charging mode) and if α is greater than 90°, the converter acts in the inverter mode
(discharging mode).

Coil

conducting

Super

converter

bridge

pulse12 Thyristors

Bypass

Ed

Transformer

Commutating Resistor
cR

DC Breaker

L

Fig. 2 SMES circuit diagram
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In order to simulate the effect of an energy storage device on a power system, it
is necessary to devise a model for the energy storage device and incorporate this
model into the overall system model. When power is to be pumped back into the
grid in the case of a fall in frequency due to sudden loading in the area, the control
voltage Ed is to be negative since the current through the inductor and the thyristors
cannot change its direction. The control input to SMES is the frequency deviations
of particular control areas. The incremental change in the voltage applied to the
inductor is expressed as:

DEd ¼ KSMES

1þ sTDC

� �
Df1ð Þ ð2Þ

where, ΔEd is the incremental change in converter voltage; TDC is the converter
time delay; KSMES is the gain of the control loop and Δf1 is the input signal to the
SMES control logic. The inductor current deviation is given by:

DId ¼ DEd

sL
ð3Þ

There is a possibility of the inductor current to return to its nominal value only
very slowly. But the inductor current must be restored to its nominal value quickly
after a system disturbance so that it can respond to the next load perturbation
immediately. Hence, inductor current deviation can be sensed and used as a neg-
ative feedback signal in the SMES control loop so that the current restoration to its
nominal value can be enhanced. Thus the dynamic equation for the inductor voltage
deviation of the SMES unit is given by Eqn. (4) and its block diagram [19] is given
in Fig. 3

DEd ¼ 1
1þ sTDC

KSMES Dfð Þ � KidDId½ � ð4Þ

Fig. 3 SMES Block diagram with negative inductor current deviation feedback
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4 Overview of Genetic Algorithm (GA)

GA has been used for optimizing the parameters of the system that are complex and
difficult to solve by using conventional optimization methods. GA maintains a set
of candidates called population and repeatedly modifies them in each steps called
generation. At each generation, the GA selects individuals from the current pop-
ulation as parents and uses them to produce the offspring’s for the next generation.
Candidate solutions are usually represented as strings of fixed length, called
chromosomes. A fitness or objective function is used to obtain the goodness of each
member of the population. For a given random initial population, GA operates in
steps called generations, as follows [15]:

• Goodness of each member in the population is evaluated using a fitness
function.

• The population undergoes reproduction in a number of iterations. One or more
parents are chosen according to their fitness values having higher probability of
contributing an offspring.

• Genetic operators, such as crossover and mutation, are applied to parents to
produce offspring.

• The old population is replaced by offspring’s to form new population until
convergence criteria is meet.

Genetic Algorithm consists of a string representation of points in the search
space, a set of genetic operators for generating new search points, a fitness function
to evaluate the search points and a stochastic assignment to control the genetic
operations. Simplicity of operation and power of effect are two main attractions of
the GA approach. It typically consists of three phases.

(1) Initialization

Initialization is the generation of initial population of chromosomes i.e. initial
search points. The population size and string length need to be judiciously selected
before this job is performed. The size of the population, i.e. number of chromo-
somes in a population, is a direct indication of effective representation of whole
search space in one population. The population size affects both the ultimate per-
formance and efficiency of GA. If it is too small, the chance that the members of a
population cover the entire search space is low. This results in difficulty in obtaining
the global optimum solution and leads to a local optimum solution. It is important to
note that this stagnation at local optimum is a result of premature convergence.
Large population size is preferable to avoid this premature convergence and to
reach a global optimum point. But a too large population size decreases the rate of
convergence and in the worst case may lead to divergence. So based on the size of
search space the population size needs to be selected.

The selection of “string length” depends on the accuracy requirements of the
optimization problem. The higher the string length, the higher will be the resolution
and accuracy. But this leads to slow convergence. Also the number of parameters in
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the optimization problem will have a direct effect on the number of bits in a
chromosome i.e. string length. For particular resolution and accuracy requirements,
problem with more number of parameters will have large string. Keeping all the
above constraints in mind, the string length is chosen appropriately.

After the selection of string length and population size, the initial population is
generated as a set of strings of bits either ‘0’ or ‘1’. Random number generation
techniques are used to accomplish this task. These strings of bits contain the
information related to the parameters of the optimization problem in encoded for-
mat. Any of the encoding techniques can be used but binary encoding is convenient
and mostly used.

Now, from the initial population, chromosomes are decoded and all parameters
of the optimization problem are calculated for each chromosome. This results in a
set of solutions whose size is equal to population size [23, 24].

(2) Evaluation

In the evaluation phase, suitability of each of the solutions from the initial set as the
solution of the optimization problem is determined. For this function called “fitness
function” is defined. This is used as a deterministic tool to evaluate the fitness of
each chromosome. The optimization problem may be minimization or maximiza-
tion type. In the case of maximization type, the fitness function can be a function of
variables that bear direct proportionality relationship with the objective function.
For minimization type problems, fitness function can be function of variables that
bear inverse proportionality relationship with the objective function or can be
reciprocal of a function of variables with direct proportionality relationship with the
objective function. In either case, fitness function is so selected that the most fit
solution is the nearest to the global optimum point. On the whole for a typical
optimization problem, evaluation phase consists of calculation of individual
parameters, testing of any equality or inequality constraints that need to be satisfied,
evaluation of objective function, and finally evaluation of fitness from fitness
function.

(3) Genetic operation

In this phase, the objective is the generation of new population from the existing
population with the examination of fitness values of chromosomes and application
of genetic operators. These genetic operators are reproduction, crossover, and
mutation. This phase is carried out if we are not satisfied with the solution obtained
earlier. The GA utilizes the notion of survival of the fittest by transferring the highly
fit chromosomes to the next generation of strings and combining different strings to
explore new search points.

Reproduction: Reproduction is simply an operator where by an old chromosome
is copied into a mating pool according to its fitness value. Highly fit chromosomes
receive higher number of copies in the next generation. Copying chromosomes
according to their fitness means that the chromosomes with a higher fitness value
have higher probability of contributing one or more offspring in the next generation.
There exist a number of reproduction operators in GA literature but the essential
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idea in all of them is that the average strings are picked from the current population
and their multiple copies are inserted in the mating pool in a probabilistic manner.
The commonly used method for selecting chromosomes for parents to cross over is
Roulette Wheel selection.

In roulette wheel selection technique, selection is usually implemented as a
linear search through roulette wheel with slots weighed in proportion to string
fitness values. This is achieved using the following steps.

1. Total sum of the fitness’ (fit sum) of all the strings is calculated.
2. A random real number (rand-sum) between 0 and fit sum is generated.
3. Starting with the first member of existing population, for each member ‘n’ the

fitness sum of members ‘1’ to ‘n’ is compared with the randomly generated
number.

4. If Σ (fitness of member n) > rand-sum, n is selected as parent. Otherwise the
process is continued by incrementing n.

Crossover: The crossover is mainly responsible for the global search property of
the GA. It is recombination operation. Here the gene information (information in a
bit) contained in the two selected parents is utilized in certain fashion to generate
two children who bear some of the useful characteristics of parents and expected to
be more fit than parents. There are various techniques that are used for performing
this crossover. But first of all we need to pick up two parents from the existing
population to perform crossover. Crossover is carried out using any one of the
following methods.

(a) Single Point Crossover

In this a cross-site is selected randomly among the length of the mated strings and
bits next to the cross-sites are exchanged. This is illustrated in the following
example. Let Par1 and Par2 be the two parents selected for crossover. Assume the
strings par1 and par2 as below.

Par1: 1 1 0 0 0 1 0 1
Par2: 1 0 1 1 0 1 1 1

Now, a crossover site is selected randomly as an integer between 1 and string
length. For illustration the string length is taken as 8. Let this crossover site is 4.
Then children Chld1 and Chld2 are generated as below.

Chld1: 1 1 0 0 0 1 1 1

<- Par1- > |<-Par2->

Chld2: 1 0 1 1 0 1 0 1

<- Par2- > |<-Par1->

(b) Multi Point Crossover

In this method, crossover is performed over the entire length of string of bits. For
this a “mask” is generated randomly. This mask is nothing but a string of bits of
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value ‘0’ or ‘1’ and sizes same as the chromosome string length. Mask acts tem-
porary locations with randomly bits of value ‘0’ or ‘1’ with random information in
the mask; we generate the children as below.

Par 1 : 1 1 0 0 1 0 1 1
Par 2 : 0 1 0 0 0 1 0 0
Mask : 0 0 1 0 1 1 0 1
Chld 1 : 1 1 0 0 0 1 1 0 (If mask = 0, Chld 1 = Par1 & Chld 2 = Par2)
Chld 2 : 0 1 0 0 1 0 0 1 (If mask = 1, Chld 1 = Par2 & Chld 2 = Par1)

(c) Uniform Crossover

In this method, crossover is performed over the entire length of the string of bits.
For this a mask is generated randomly. A mask is nothing but a string of bits of
value ‘0’ or ‘1’ and sizes same as string length. With the information in the mask
we generate the children as below.

Par1 : 1 1 0 0 1 0 1 1
Par2 : 0 1 0 0 0 1 0 0
Mask : 0 0 1 0 1 1 0 1
Child1 : 1 1 0 0 0 1 1 0 (If mask = 0, Child1 = Par1 & Child2 = Par2)
Child2 : 0 1 0 0 1 0 0 1 (If mask = 1, Child1 = Par2 & Child2 = Par1)

Here we need to generate a mask for each, so number of masks needed is equal
to the no of crossover need to be performed. We generate them as and when
required and discard them thereafter.

Thus we have seen that each crossover resulted in two children. So the number
of crossovers required to be performed for next generation depends on the number
of children we need. Usually it is a general practice to copy some of the best parents
as it is into the next generation the required strings as children. This phenomenon of
copying best parents into the next generation is called “Elitism” and the number of
parents so copied is indicated by a parameter of GA called “Percentage of Elitism
(Pe)”. This is nothing but the percentage of parents so copied out of the total
number of parents. This Elitism is basically carried out to not to lose the best strings
obtained so far which otherwise may be lost. In order to control crossover also there
is a parameter called “Crossover Probability (Pc)”. This probability is used as a
decision variable before performing the crossover. This is done as follows.
A random number between ‘0’ and ‘1’ is generated and if that number is less then
Pc, crossover is performed. If the randomly generated number is greater than Pc,
Par1 and Par2 are directly selected as Chld1 and Chld2. This is equivalent to the
case of crossover where crossover site is equal to the string length. There are
various other techniques too for implementing the Pc and the programmer of GA is
given freedom to choose any one.

Mutation: This operator is capable of creation new genetic material in the
population to maintain the population diversity. It is nothing but random alteration
of a bit value at a particular bit position in the chromosome. The following example
illustrates the mutation operation.
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Original String: 1011001 Mutation site: 4 (say)
String after mutation: 1010001

Some programmers prefer to choose random mutation ‘or’ alternate bit mutation.
“Mutation Probability (Pm)” is a parameter used to control the mutation. For each
string a random number between ‘0’ and ‘1’ is generated and compared with the
Pm. If it is less than Pm mutation is performed on the string. Sometimes mutation is
performed bit-by-bit also instead of strings. These results in substantial increase in
CPU time but performance of GA will not increase to the recognizable extent. So
this is usually not preferred. Thus obviously mutation brings in some points from
the regions of search space which otherwise may not be explored. Generally
mutation probability will be in the range of 0.001 to 0.01.

START

Generate random initial 
 population for PID gains

Simulate system and 
         evaluate J

Evaluate Fitness Function

Convergence or stopping
criteria

Optimal Solution

STOP

Perform GA operatins
-Selection

-Crossover
-Mutation

to generate new offsprings

Next Generation

NO

YES

Fig. 4 Flowchart of the genetic algorithm
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Termination of GA
Because the GA is a stochastic search method, it is difficult to formally specify
convergence criteria. As the fitness of a population may remain static for a number
of generations before a superior individual is found, the application of conventional
termination criteria becomes problematic. A common practice is to terminate the
GA after a pre-specified number of generations and then test the quality of the best
members of the population against the problem definition. If no acceptable solu-
tions are found, the GA may be restarted or a fresh search initiated. The flow chart
of the GA optimization approach followed in the present paper is shown in Fig. 4.

5 Optimization of PID Gain Settings

Integral Square Error (ITSE) technique [22] is used for tuning optimum integral and
PID gain settings. A performance index (J) is minimized using Genetic Algorithm
in the presence of GRC to obtain gain values of Ki1 and Ki2 for integral controller,
Kp1, Ki1, Kd1 and Kp2, Ki2, Kd2 for PID controller. Optimum values of Integral and
PID controller gains of both areas are given below. Figure 5 shows the convergence
of the GA with the number of generations.

J ¼
Z t

0

ðDf 21 þDf 22 þDP2
tie12Þ:t:dt ð5Þ

Fig. 5 Fitness value versus Generation plot for GA
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Parameters for Genetic Algorithm:

Population Size: 80 Number of Iterations: 100
Selection: Roulette Wheel Crossover: Uniform Crossover
Crossover Probability Pc: 0.8 Mutation Probability Pm : 0.01
Initial Population Range: [−1; 1]

Figure 5 shows the GA convergence plot for system with CES and PID con-
troller. It is clear from Fig. 5 that fitness value reduces as the number of generation
increases and reaches a constant value once the optimum value is attained.

6 Dynamic Responses

With the presence pf GRCs, simulation studies are done using MATLAB/Simulink
to obtain the performance of two-area multiunit hydrothermal system with and
without SMES and PID controller with 1 % step load perturbation in area1. Table 1
shows the optimum values of Integral and PID gains obtained using GA technique.
It is evident that there is an overall improvement in the dynamic responses with
SMES and PID controller. Figure 6 shows the dynamic responses of frequency
deviations and tie line power deviations for 1 % step load perturbation in area 1
with and without SMES and PID controller. From Fig. 6 it is evident that the
dynamic responses have improved significantly with the use of SMES units and
PID controller.

Figure 7 shows the dynamic responses of change in power generation in both the
areas. Here apf11 = apf12 = apf21 = apf22 = 0.5 has been considered, which means all
the units share the load change equally. As the load disturbance has occurred in area
1, at steady state, the power generated by generating units in area 1 are in pro-
portion to the ACE participation factors. Therefore, as in Fig. 7, at steady state,
ΔPg1ss = ΔPd1 × apf11 = 0.01 × 0.5 = 0.005 p.u. MW and ΔPg2ss = ΔPd2 ×
apf12 = 0.01 × 0.5 = 0.005 p.u. MW. Similarly ΔPg3ss = ΔPd2 × apf21 = 0 × 0.5 = 0
p.u. MW and ΔPg4ss = ΔPd2 × apf21 = 0 × 0.5 = 0 p.u. MW at steady state. So it is
clear that ΔPg1 and ΔPg2 will settle down at 0.005 p.u MW and ΔPg3 and ΔPg4 will

Table 1 Optimum values of integral and PID gain settings

Area With integral controller and without SMES Optimal state feedback regulator

Thermal Ki1 = 0.1877 Kp1 = 01046

Ki1 = 1.3958

Kd1 = 0.0196

Hydro Ki2 = 0.2437 Kp2 = 0.0663

Ki2 = −0.0488

Kd2 = −0.6042
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Fig. 6 Dynamic responses of frequency deviations and tie line power deviations for 1 % step load
perturbation in area 1
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settle down at 0 p.u MW. The dynamic responses of change in power generation in
both the areas were also much improved.

Table 2 shows the settling time comparison for the Dynamic responses. It is clear
from the table that the settling time is much reduced after the application of SMES
units and PID controller.

Fig. 7 Dynamic responses of change in power generation in both the areas following a 1 % step
load perturbation in area

Table 2 Settling time comparison

Settling time (s)

Without CES and PID controller With CES and PID controller

Δf1 75 45

Δf2 75 45

ΔPtie12 >100 45

ΔPg1 >100 45

ΔPg2 >100 48

ΔPg3 >100 48

ΔPg4 >100 48
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7 Conclusion

In this work a LTI mathematical model of two area multi-unit hydro thermal power
system with and without SMES and PID controllers has been studied. As per IEEE
Committee report on power plant response to load change have also been consid-
ered in the simulation.

The Analysis seems to have revealed that the use of SMES and PID controller in
AGC is capable of damping oscillations and also the amplitudes of the deviations in
frequency and tie-line power are reduced significantly. Because of the inherent
characteristics of changing loads, the operating point of a power system may
change very much during a daily cycle. Thus fixed gain controllers designed at
nominal operation point may fail to give better control performance over a wide
range of operating conditions. Therefore the Integral and PID controller gains are
optimized using genetic algorithm technique. Simulation, comparison and analysis
of dynamic performances without and with SMES unit and PID controller in the
presence of GRC brings out the superior performance of SMES units and PID
controller in suppressing frequency and inter area tie line power deviations from
their nominal values followed by a step load disturbance.

As a future work different evolutionary programming methods can be adopted
for tuning of PID gains. Different methods like Particle Swarm Optimization, Ant
Colony System Algorithm and Simulated Annealing can be used in power system
control studies for optimization. Also the system can be simulated in Deregulated
environment.

Also FACTS devices like UPFC, SSSC, TCSC, TCPS, STSTCOM etc. can be
modelled and incorporated into the system for better performance.

Appendix

(A) Nomenclature
H = inertia constant (MW/sec); DPD = Incremental load change (p.u)
D = ΔPd/Δf (p.u/Hz); ΔPg = Incremental generation change (p.u)
R = Governor Speed regulation parameter. (Hz/puMW)
Tg = Steam governor time constant(s); Tt = Steam turbine time constant (s)
B = Frequency bias factor pu MW/Hz; f = Nominal system frequency (Hz)
KIi = Integral gain of PID controller in area i
Kdi = Derivative gain of PID controller in area i
Kpi = Proportional gain of PID controller in area i
Β = (D + 1/R) (i.e. Frequency response characteristics)
ACE = Area Control Error
Δf = Incremental change in frequency (Hz)
ΔPtie12 = Incremental change in tie-line power (p.u MW)
T12 = Synchronizing coefficients; TW = hydraulic turbine time constant (s).
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T1 = T2 = T3 = T4 = TR1 = TR2 = Hydraulic governor time constant.
ΔPg1ss, ΔPg2ss, ΔPg3ss and ΔPg4ss-steady state values for change in power
generation of different units.
Pd1-step load disturbance in area1.
Pd2-step load disturbance in area2.

(B) System Data
PR1 = PR2 = 1200 MW; TP1 = TP2 = 20 s; KP1 = KP2 = 120 Hz/p.u MW
TR1 = TR2 = 10 s; KR1 = KR2 = 0.5; TTI = TT2 = TT3 = TT4 = 0.3 s;
T12 = 0.0866 s
TG1 = TG2 = TG3 = TG4 = 0.08 s; R1 = R2 = R3 = R4 = 2.4 Hz/p.u MW
D1 = D2 = 8.33 × 10-3 p.u MW/Hz; B1 = B2 = 0.425 p.u MW/Hz
Pd1 = 0.01 p.u MW; PD2 = 0 p.u MW; T1 = T3 = 41.6 s; T2 = T4 = 0.513 s;
Tw1 = Tw2 = 1 s

(C) Superconducting Magnetic Energy Storage Data
L = 2.65 H; TDC = 0.03 s; KACE = 100 kA/unit MW; Kid = 0.2 kV/kA;
Ido = 4.5 kA.
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Linguistic Representation of Power System
Signals

C. Pavlatos and V. Vita

Abstract This chapter presents an Attribute Grammar capable of modelling power
system signals. Primitive pattern selection, linguistic representation, and pattern
grammar formulation are the sub problems of tackled. The recognition of power
system waveforms and to the measurement of its parameters is proven to easily be
handled using syntactic pattern recognition techniques. Attribute grammars are used
as the model for the pattern grammar because of their descriptive power, which is
due to their ability to handle syntactic as well as semantic information. In order the
functionality of the proposed system to be tested, a software implementation has
been developed using waveforms and data provided by the Independent Power
Transmission Operator (IPTO) in Greece. The proposed methodology will be
applied to the implementation of an efficient protective relay that would efficiently
prevent safety problems and economic losses caused by faults presented in power
systems.

1 Introduction

Power systems are large and complex systems where faults frequently occur that
may cause personnel and equipment safety problems, and result in substantial
economic losses. An efficient protective relay would efficiently prevent these
problems and losses. Microprocessor-based digital protective relays bring
unquestionable improvements of the protection relays since: (i) criteria signals are
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estimated in a shorter time, (ii) input signals are filtered-out more precisely,
(iii) sophisticated corrections are applicable, (iv) the hardware is standardized and
may communicate with other protection and control systems, and (v) relays are
capable of self-monitoring. However, digital relays did not make a major break-
through in power system protection as far as security, dependability and speed of
operation are considered. The key reason behind this is that the principles used by
digital relays blindly reproduce the criteria known for decades. In addition, prob-
lems result mainly from the trade-off between the security demand (no false trip-
pings), and the speed of operation and the dependability (no missing operations)
requirements. The more secure is the relay (both the algorithm and its particular
settings), the more it tends to misoperate or operate slowly, while the faster is the
relay, the more it tends to operate falsely. There are basically two ways to mitigate
the problem of limited recognition power of the classical relaying principles. One of
them is to improve the recognition process itself, while the second way is to
increase the performance of the implementation. Previous approaches [1] in facing
the problem of improving protective relays in power systems were mainly software
implementations based on artificial neural networks.

In this chapter, for the first time in the literature the recognition of power system
signals is presented based on Syntactic Pattern Recognition techniques. The
underlying model of implementing a system for the aforementioned application can
be that of an Attribute Grammar parser. In [1] the Artificial Intelligence
(AI) approaches to power system protection are reviewed and the application of
artificial neural networks and fuzzy logic techniques is presented. A number of
novel applications and concepts have been presented including fuzzy logic
approach to differential transformer protection and artificial neural networks
application to the transformer protection, CT (current transformer) and CVT (ca-
pacitor voltage transformer) transients correction, and fault-type classification.
However, the implementations presented are software approaches and do not
achieve the maximum possible speed-up.

In [2] a real-time system implemented on an FPGA board is presented that tracks
time—varying waveforms distortions in power systems based mainly on a proposed
amplitude tracking algorithm derived from amplitude demodulation. However, the
frequency of the fundamental signal is assumed constant but in power systems, the
fundamental frequency of the current and voltage is not always exactly the nominal
value.

Although the syntactic method seems suitable to the problem of protection relays
and parameter measurement, not much progress has been made to date. The pro-
posed project will present the application of the syntactic pattern recognition
method to recognition of power systems waveforms and to the measurement of
power system parameters. In syntactic pattern recognition, the task of recognition is
essentially reduced to that of parsing a linguistic representation of the patterns to be
recognized with a parser that utilizes a certain grammar, called pattern grammar.
The pattern grammar describes the patterns to be recognized in a formal way, and
the formulation of the pattern grammar is always the crucial sub problem in any
pattern recognition application that is to be tackled by the syntactic approach. The
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proposed project aims to give solutions to the sub problems of primitive pattern
selection, linguistic representation, and pattern grammar formulation for the
waveforms received by a protection relay. In the case of power systems waveforms
where added morphologies can be found due to noise, and where measurements of
the various parameters have to be performed, powerful grammars capable of
describing syntax as well as semantics are needed as a model for the formulation of
a pattern grammar. The contribution of this chapter is summarized at the following:
(a) Define the linguistic representation of waveforms received by a protection relay
and (b) define an attribute grammar capable of modelling the behaviour of the
abovementioned linguistic representation.

The above items are novel and have not been addressed in the literature before.
Our future plans is to design a hardware parser for power system signals that will be
based on a proposed extension of Earley’s [3] parallel parsing algorithm using the
architecture proposed in [14], which given an input string, generates the parse trees
in the form of an And-Or parse tree. This And-Or parse tree will be then traversed
using a proposed tree traversal technique in order to execute the corresponding
actions in the correct order, so as to compute the necessary attributes and define the
relay’s action. The proposed system will be described in Verilog hardware
description language (HDL), simulated for validation, synthesized and tested on an
XILINX [5] FPGA board.

2 Theoretical Background

A significant part of computer science is language theory, which copes with both
theoretical and practical issues. Grammars can be found in many applications and
especially Context-Free Grammars (CFG) [6] are well known for their necessity in
the field of compilers and interpreters. CFGs combine expressive power and sim-
plicity; consequently they are powerful enough to describe the syntax of pro-
gramming languages (almost all programming languages are defined via CFGs) and
simple enough to allow the construction of efficient parsing algorithms.
Furthermore, general context-free methods and their augmentation are exploited
today in various application domains.

Two well-known parsing algorithms for general CFGs are the Earley’s algorithm
[3] and the Cocke-Younger-Kassami (CYK) algorithm [7]. Both of them are
basically dynamic programming procedures and have a time complexity O(n3|G|),
where n is the length of the input string and |G| is the size of the grammar. In order
to increase the expression capability and usability of CFG, they may be augmented
with either attributes or probabilities, forming Attribute Grammars (AG) [8] and
Stochastic Context-Free Grammars (SCFG) [9] respectively. A CFG can be defined
as a quadruple G = (N, T, P, S), where N is the set of non-terminal symbols, T is the
set of terminal symbols, P is the set of grammar rules and S is the start symbol of
the grammar. V = N [ T is defined as the vocabulary of the grammar. Grammar
rules are written in the form B → γ, where B 2 N and γ 2 V*.
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After the introduction of Earley’s and CYK algorithms, several modifications
and improvements via parallelization have been proposed for these algorithms.
Chiang and Fu [10] and Cheng and Fu [11] have presented designs using VLSI
(very large scale integration) arrays for the hardware implementation of the
aforementioned parsing algorithms, although they do not propose an efficient
implementation for the operator they use. These approaches are not implemented in
reconfigurable hardware and the scale of the hardware is input string length
dependent. The hardware oriented approach was reinvigorated by presenting
implementations in reconfigurable FPGA boards of the CYK algorithm [12, 13]. In
order to relax the hardware complexity, most of the proposed architectures
implement the CYK algorithm, whose basic operations are much simpler than those
of Earley’s. The first FPGA implementation of Earley’s algorithm was given in
[14]. The approach proposed in [15] uses a combinatorial circuit for the funda-
mental operator of Earley’s algorithm.

A CFG may be extended by associating attributes to each symbol X 2 V. Each
attribute represents a specific context-sensitive property of the corresponding
symbol. The augmented CFG is called Attribute Grammar (AG) and is also defined
as a quadruple AG = (G, A, SR, d), where G is a CFG, A = [ A(X) where A(X) is a
finite set of attributes. The notation X.z is used to indicate that attribute z is an
element of A(X). A(X) is partitioned into two disjoint sets; the set of synthesized
attributes AS(X) and the set of inherited attributes AI(X). Synthesized attributes X.s
are those whose values are defined in terms of attributes at descendant nodes of
node X of the corresponding decorated parse tree. Inherited attributes X.i are those
whose values are defined in terms of attributes at the parent and (possibly) the left
sibling nodes of node X of the corresponding decorated parse tree. Finally d is a
function that gives for each attribute a its domain d(a). The primary field of AG
usage is in computer languages but they are also convenient in fields such as
Artificial Intelligence, Pattern Recognition, or even Biomedicine. An efficient
Attribute Grammar evaluator was presented in [4].

Our future goal is to design a hardware parser for power system signals on an
XILINX FPGA board that will be based on a proposed extension of Earley’s [3]
parallel parsing algorithm, using the architecture propose on [4].

3 The Syntactic Approach in Power Systems Signals

3.1 Primitive Pattern Selection

Various segments have mainly been proposed in the past as primitive such as lines
and triangles. The first are low level while the second are difficult to extract. In
regards to the linguistic representation of power system signals we have chosen the
peak as primitive pattern. Peaks have also been used during recognition of a
considerable number of signals such as ECG (ElectroCardioGram) in [16]. This
choice seems to be a natural one because power system signal are mainly
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sinusoidal. The peak pattern is shown in Fig. 1. This pattern is that part of a signal
which is demarcated by three characteristic points. The first point is called left peak
boundary, the second peak extremum, and the third right peak boundary. The
sample points between the left peak boundary and the peak extremum form the left
arm of the peak. The sample points between the peak extremum and the right peak
boundary form the right arm of the peak. In what follows peaks will be symbolized
as Π1, Π2,… where Πi is the name of peak i. A peak can be other positive or
negative and an index p or n is used to define if peak is positive or negative.

Each sample point of a power system signal is presented as a couple (xi, yi),
where yi is the amplitude in volts or amperes of the sample point i and xi is the
corresponding time. A set of attributes is assigned to each primitive pattern. The
values of these attributes are calculated during the primitive extraction phase and
they are utilized during the recognition process. They contribute both to the
recognition of the patterns and to the measurement of their parameters. That is, they
are used in a quantitative way for qualitative and quantitative purposes. A set of
seven attributes is assigned to each peak Πi. This set is symbolized as {xli, yli, xmi,
ymi, xri, yli, ei}, where:

xli, yli is the left boundary of the peak Πi

xmi, ymi is the peak extremum of the peak Πi

xri, yli is the right boundary of the peak Πi

ei is the energy of the peak Πi defined as:

ei ¼
Xq

i¼p

yi � yi�1ð Þ2 where : p ¼ xli þ 1 and q ¼ xri ð1Þ
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Fig. 1 Positive and negative peak patterns
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For example, the normal e i.e. enormal for a sinusoidal, when frequency is equal to
50 Hz and amplitude is 230 V, is 64428.36 V2.

3.2 Linguistic Representation

The alphabet of terminal symbols T = {p, n} has been adopted for encoding the
power system waveforms, where p denotes positive peak and n a negative peak.
Thus, a power system waveform is linguistically represented as a string of symbols
from the set T such as pnpnpn or npnpnp. Each symbol is associated with the values
of the corresponding attributes.

3.3 Pattern Grammar AGPS

In syntactic pattern recognition, the task of recognition is essentially reduced to that
of parsing a linguistic representation of the patterns to be recognized with a parser
that utilizes a certain grammar, called pattern grammar. The pattern grammar
describes the patterns to be recognized in a formal way, and the formulation of the
pattern grammar is always the crucial sub problem in any pattern recognition
application that is to be tackled by the syntactic approach. The proposed method-
ology aims to give solutions to the sub problems of primitive pattern selection,
linguistic representation, and pattern grammar formulation for the waveforms
received by a protection relay.

In the case of power systems waveforms, where added morphologies can be
found due to noise, and where measurements of the various parameters have to be
performed, powerful grammars capable of describing syntax as well as semantics
are needed as a model for the formulation of a pattern grammar. Due to their power
in describing structural and statistical features and their ability to handle syntactic
and semantic information Attribute Grammars has been selected. Attribute
Grammar AGPS presented in Table 1 is proposed for the recognition of power
systems waveforms.

AGPS is consisted of the non-terminal symbols belonging in set N = {S, WAVE,
FP, FN} where S is the start symbol; the terminal symbols belonging in set T = {n,
p} where n denotes positive peak and n denotes negative peak; vocabulary of the
grammar is equal to V = N [ T. The syntactic rules of the grammar are shown in the
second column of Table 1, while the semantic rules in the third column of the same
table.

Non terminal symbols p, n have the attributes presented in section “Primitive
Pattern Selection”, while the terminal symbols have the attributes c, s, f and: c
attribute is used as a counter in order to store the number of peaks recognized till
that point; s attribute is used to store the start point of the recognized substring; f
attribute is used to store the last point of the recognized substring; and e attribute is
used to store the sum of the energy e of peaks recognized till that point. In addition,
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start symbol S has two additional attributes called fr and noise so as to calculate the
frequency of the recognized waveform and the ratio of the normal energy e (enormal)
the waveform should have over the actual energy e the waveform has. It should be
noted that all attributes are synthesized.

4 An Illustrative Example

A software implementation has been developed in order the functionality of the
proposed system to be tested using various waveforms and data provided by the
Independent Power Transmission Operator (IPTO) [17] in Greece. Part of the data
provided by IPTO is shown in Fig. 2. In this subsection, as a demonstration, a
toy-scale example of the recognition of seven peaks will be presented shown in red
rectangular of Fig. 2.

Table 1 Syntactic and semantic rules of AGPS

Rule
#

Syntactic rules Semantic rules

1 S → WAVE S.fr = (WAVE.c/2) * (1/(WAVE.f − WAVE.s));
S.noise = 1 − (enormal * WAVE.c)/(WAVE.e)

2 WAVE → FP WAVE.c = FP.c; WAVE.s = FP.s; WAVE.f = FP.f; WAVE.e = FP.e;

3 WAVE → FN WAVE.c = FN.c; WAVE.s = FN.s; WAVE.f = FN.f; WAVE.e = FN.e;

4 FP → FP1 FP2 FP.c = FP1.c + FP2.c; FP.s = FP1.s; FP.f = FP2.f; FP.e = FP1.e + FP2.e

5 FN→ FN1 FN2 FN.c = FN1.c + FN2.c; FN.s = FN1.s; FN.f = FN2.f; FN.e = FN1.e + FN2.e

6 FP → p FP.c = 1; FP.s = p.xl; FP.f = p.xr; FP.e = p.e;

7 FP → p n FP.c = 2; P.s = p.xl; P.f = n.xr; FP.e = p.e + n.e;

8 FN → n FN.c = 1; FN.s = n.xl; FN.f = n.xr; FN.e = n.e;

9 FN → n p FN.c = 2; FN.s = n.xl; FN.f = p.xr; FN.e = n.e + p.e;

Fig. 2 Sample of data provided by IPT0
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The seven peaks are part of a current waveform IA measured by IPTO in
November of 2008 and presented in Fig. 3. The sampling frequency is 800 Hz;
consequently, there is one sample every 0.00125 s. In this toy scale example 56
samples are presented.

After the pattern extraction, the input string to be recognized is npnpnpn, and the
corresponding parse tree generated by the attribute evaluator is shown in Fig. 4.
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Fig. 3 Seven examined peaks of current waveform
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The values of peaks’ attributes after the task of pattern extraction are shown in
Table 2. For this waveform enormal is equal to 658,000 Α2. After the recognition
process and the attribute evaluation, the frequency of the waveform i.e. the value of
S.fr attribute was found really close to the frequency that IPTO has measured and
was equal to 50,16 Hz and noise was found 4.63 %.

5 Conclusions and Future Work

This chapter presents an application of the syntactic pattern recognition theory to
the recognition of power system signals and to the measurement of its parameters.
A software implementation has been developed in order the functionality of the

Table 2 Values of peaks’
attributes of input string
“npnpnpn”

Peak # Positive/negative Attributes

Π1 Negative xl1 = 69.5 ms, yl1 = 172 A

xm1 = 74.5 ms, ym1 = −956 A

xr1 = 79.5 ms, yr1 = −124 A

e1 = 586,570 A2

Π2 Positive xl2 = 79.5 ms, yl2 = −124 A

xm2 = 84.5 ms, ym2 = 956 A

xr2 = 89.5 ms, yr2 = 114 A

e2 = 703,033 A2

Π3 Negative xl3 = 89.5 ms, yl3 = 114 A

xm3 = 94.5 ms, ym3 = −961 A

xr3 = 99.5 ms, yr3 = −110 A

e3 = 707,473 A2

Π4 Positive xl4 = 99.5 ms, yl4 = −110 A

xm4 = 104.5 ms, ym4 = 961 A

xr4 = 109.5 ms, yr4 = 101 A

e4 = 707,323 A2

Π5 Negative xl5 = 109.5 ms, yl5 = 101 A

xm5 = 114.5 ms, ym5 = −965 A

xr5 = 119.5 ms, yr5 = −96 A

e5 = 709,137 A2

Π6 Positive xl6 = 119.5 ms, yl6 = −96 A

xm6 = 124.5 ms, ym6 = 962 A

xr6 = 129.5 ms, yr6 = 92 A

e6 = 707,347 A2

Π7 Negative xl7 = 129.5 ms, yr7 = 92 A

xm7 = 134.5 ms, ym7 = −967 A

xr7 = 139.5 ms, yr7 = −94 A

e7 = 708,622 A2
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proposed system to be tested using waveforms and data provided by the
Independent Power Transmission Operator (IPTO) in Greece. The proposed
methodology may be applied to the implementation of an efficient protective relay
that would efficiently prevent safety problems and economic losses caused by faults
presented in power systems. Our future plans are to design a hardware parser for
power system signals that will be based on the architecture proposed in [4]. This
system will be described in Verilog hardware description language (HDL), simu-
lated for validation, synthesized and tested on an XILINX [7] FPGA board.
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Levenberg-Marquardt Algorithm
Based ANN for Nodal Price Prediction
in Restructured Power System

Kirti Pal, Laxmi Srivastava and Manjaree Pandit

Abstract In this chapter, a multi-layer perceptron neural network has been
developed for prediction of nodal prices at various buses of power system under
restructured environment. Levenberg-Marquardt algorithm has been applied to
speed up the training of the multi-layer feed-forward neural network. To select the
effective inputs for the Levenberg-Marquardt algorithm based artificial neural
network (LMANN), an unsupervised vector quantization based clustering technique
has been applied. Effectiveness of the proposed LMANN based approach for nodal
price prediction has been demonstrated on benchmark 6-bus system and RTS
24-bus system. Since the training of artificial neural network is extremely fast and
test results are accurate, they can be directly floated to OASIS (open access same
time information system) web site. The Market Participants willing to make
transactions can access this information instantly.

1 Introduction

In recent years, the electricity industry has been undergoing restructuring all over
the world. A main feature of electric power industry deregulation is that the delivery
of electric power (a service) must be decoupled from the purchase of the power
itself (a product) and priced and contracted separately. In this price based compe-
tition, a fair, transparent and predictable transmission pricing framework of elec-
tricity is one of the major issues. The nodal price prediction based on artificial
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neural network (ANN) has a good potential for providing economic signals for
system operation.

With the advent of Artificial Intelligence in past decade a new era has been
evolved towards solving various non-linear and complicated problems of power
system operation and control using various ANN models [1–4]. Reference [5]
Suggested Neural Networks (NNs) and fuzzy-c-means approach to forecast loca-
tional marginal prices (LMPs), while Ref. [6] presented a wavelet transform
(WT) based NN model to forecast price to improve the forecasting accuracy.
Reference [7] proposed feed-forward NNs for short-term electricity prices. Fan
et al. [8] proposed self organized map and support-vector machine for forecasting
next-day electricity price. Reference [9] employed fuzzy inference system and
least-squares estimation for short-term price forecasting in wholesale electricity
markets. In Ref. [10], Georgilakis proposed the use of two ANNs: the first to predict
the day-ahead load and second to forecast the day ahead market clearing price
(MCP). Rodriguez [11] suggested NNs and fuzzy logic modeling for forecasting
energy prices.

In Ref. [12] Bayesian framework was developed to analyze the uncertainties
involved in a MCP prediction. Zhang et al. [13] applied NNs extended Kalman
filter to predict market clearing price (MCP) and confidence interval in a deregu-
lated power market. A sensitivity analysis of similar day parameters is used to
increase the accuracy of NNs and to forecast hourly electricity prices [14].
The ANN based approach does not require modeling the system. During training
phase, artificial neural networks learn from examples and find an appropriate
mapping between inputs and the output. During testing phase, a properly trained
ANN provides accurate results almost instantly, even though some incomplete
information is fed to it.

Soft computing based ANN approach is significant for fast and precise predic-
tion of nodal prices in spot power market due to its increased generalization ability
in learning and inference. The application of ANNs is worth particularly where the
input-output relationship is neither well defined nor easily computable. Artificial
neural networks are able to approximate any nonlinear function and are data-driven.
Different artificial neural network models have been proposed for solving the nodal
price forecasting problem [13, 15]. In addition to this, various ANN models have
been proposed for various problems of power system operation and control.

In this chapter, a multi-layer perceptron (MLP) model of neural network has been
developed for prediction of nodal prices in spot power market. The MLP neural
network can be trained by using any numerical optimization technique like conjugate
gradient, quasi-Newton and Levenberg Marquardt algorithms [16, 17]. Levenberg
Marquardt (LM) algorithm is an iterative technique that is able to locate global
minimum of non-linear mathematical squared functions. Levenberg-Marquardt
algorithm interpolates between Gauss-Newton algorithm and a method of gradient
descent using advantage of both methods as per the situation.

LM algorithm is especially advantageous for training of the medium sized neural
network. In this chapter, the MLP model has been trained using Levenberg-Marquardt
algorithm. Effectiveness of the proposed LM algorithm based ANN approach has
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been demonstrated on 6-bus system [18] and RTS 24-bus system [19]. For prediction
of nodal prices in RTS 24-bus power system, an unsupervised vector quantization
based clustering technique has been applied for feature selection so that the dimension
i.e. the number of neurons, number of interconnection weights in neural network and
hence the training time of ANN can be reduced [20, 21].

2 Optimal Power Flow Based Nodal Price

With the restructuring of the electric power industry, the price of electricity has
become the focus of all activities in the power market. Uniform price used in
conventional power system has been replaced by location-dependent marginal
prices, called as nodal prices, in the emerging deregulated power market. These
nodal prices are contributed by the marginal cost of generation to supply load and
transmission losses and charges due to congestion at each node in the system.

The volatility of the price of electricity in a spot power market makes it nec-
essary to facilitate the prediction of these prices accurately and instantly. Nodal
price or Locational price of electricity is the combination of two components viz.
locational marginal price (LMP) and nodal congestion price (NCP). LMP at a
particular bus location denotes the minimal cost for supplying an additional
increment of load at that bus without violating power system equality constraints.
On the other hand NCP denoted the shadow prices associated with power trans-
mission inequality constraints i.e. cost component due to congestion. This con-
gestion component is always considered as zero at reference bus. Thus nodal or
locational price depicts the optimal power dispatch with system security constraints
[22]. Differences of prices between nodes reflect the costs of transmission.

In the present restructured power system scenario, nodal prices are derived using
Optimal Power Flow (OPF) with objective function as minimization of total social
cost (i.e. total generation cost minus total consumer benefit), subject to various
constraints like power balance equation, power flow equations, supply and demand
bid limits, thermal stability limits, reactive power generation limits and voltage
security limits etc.

2.1 Formulation of Nodal Price

Nodal prices are the price of power, which the suppliers are paid and the price
which consumers are billed. In order to compute these prices, the pool operator
receives bid plots from the market participants for both the supply and the demand.
Figure 1 shows bid plots for both the demand and the supply. As shown in Fig. 1,
Gm and Hm are market clearing price and market clearing volume of electric power
respectively in $/MWh and in MW. The prices shown on y-axis are in $/MWh.
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The supply bid plot shows the minimum price at which a generator is willing to
produce a certain amount of power, while demand bid plot shows the maximum
price that is accepted by the customers to buy a certain amount of power. For the
sake of simplicity, it is assumed that the supply and demand bid is a single price not
complete plot.

For a n bus system, let P = (P1, P2, Pk…, Pn) and Q = (Q1, Q2, Qk…., Qn). Here
Pk and Qk represent real and reactive power demands at bus k, respectively. Define
the variables in power system operation to be X = (x1, …, xn), such as real and
imaginary parts of each bus voltage (or voltage magnitude and its angle).

Therefore, the operation problem of a power system for the given loads (P, Q)
can be formulated as an OPF problem [23–25]

Min f X;P;Qð Þfor X ð1Þ

Such thatG X;P;Qð Þ ¼ 0 ð2Þ

H X;P;Qð Þ� 0 ð3Þ

where G(X) = (g1(X, P, Q), …, gn1(X, P, Q))
T and H(X) = (h1(X, P, Q), …, hn2 (X,

P, Q))T have n1 and n2 equations, respectively and are column vectors while AT

stands for the transpose of a vector A.
f(X, P, Q): short-term operating cost, such as fuel cost;
G(X, P, Q): vector, equality constraints, such as bus power flow balances

(Kirchoff’s laws);
H(X, P, Q): vector, inequality constraints including limits of all variables
where H(X, P, Q) includes all variable limits and function limits, such as upper and

lower bounds of transmission lines, generation outputs, stability or security limits [11].
When f is a fuel cost function of the system, f can be expressed as

f ðX;P;QÞ ¼ Pn
i¼1

fi ðX;P;QÞ where fi is the fuel cost of the ith generator. This is to

be noticed that f can also be a benefit function although this paper considers f as a
cost function. Certainly, Eqs. (1)–(3) form a typical OPF problem as far as the
demands (P, Q) are given.

Fig. 1 Supply and demand
bid plots
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Define the Lagrangian function (or system cost) of (1)–(3) as L, then

LðX; k; q;P;QÞ ¼ f ðX;P;QÞ þ kGðX;P;QÞ þ qHðX;P;QÞ ð4Þ

where λ = (λ1,…., λn1) and ρ = (ρ1,…., ρn2) are the Lagrangian multipliers (or dual
variables) associated to (2) and (3), respectively, and are usually explained as

shadow prices from the viewpoint of economics. Hence, kGðX;P;QÞ ¼ Pn1
i¼1

ki;

giðX;P;QÞ and qHðX;P;QÞ ¼ Pn2
i¼1

qi; hiðX;P;QÞ. Actually, the Lagrangian func-

tion can also be considered as an equivalent system cost. At an optimal solution (X,
λ, ρ) and for a set of given load (P, Q), the nodal prices of real and reactive power
for each bus are expressed below for k = 1,.., n.

Y
p;k

¼ @LðX; k; q;P;QÞ
@pk

¼ @f
@pk

þ k
@G
@pk

þ q
@H
@pk

ð5Þ

where Пp,k are nodal prices of real power at bus k. Thus, according to (5), Пp,k the
nodal price of real power at bus-k can be viewed as the system marginal cost (the
sum of a marginal generation cost plus a set of premiums corresponding to their
respective constraints) created by an increment of real power load at bus k. An
important property for nodal prices is that each nodal price can be defined simply as
a linear summation of all factors according to (5) because each nodal price, e.g., Пp,

k can be rewritten as

Y
p;k

¼
X
i

@fi
@p;k

þ
X
i

ki
@gi
@p;k

þ
X
i

qi
@hi
@p;k

ð6Þ

2.2 Artificial Neural Network for Nodal Price Prediction

Figure 2 shows the architecture of the proposed multi-layer feed-forward neural
network trained by Levenberg-Marquardt algorithm. A large number of loading
patterns were generated in wide range and for each value of total real and reactive
power demand; the classical optimal power flow program was run to obtain the
optimal value of nodal prices at various buses (nodes). As nodal prices are quite
dependent on system’s erratic loading condition, the real and reactive power load at
various load (PQ) buses are considered as inputs to the LMANN for predicting the
nodal prices. The non-zero real and reactive loads at various buses and the total real
and reactive power demand in the power system are taken as the input variable for
the proposed neural network.
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Out of all the randomly generated loading patterns, about four fifth of them are
taken as training set and remaining one fifth as test set. The training and testing
patterns consist of input-output pairs.

The inputs selected for the proposed artificial neural network are real and
reactive loads at PQ buses (i.e. P1, P2,…Pn and Q1, Q2,…Qn) and the outputs are the
nodal prices at bus 1,2,…n. Here, n is the total number of buses. The output of the
neural network provides the value of nodal price at each node of the system. In
order to speed up the neural network training, Levenberg-Marquardt algorithm has
been applied for the training of ANN. This algorithm has a very efficient Matlab
implementation. Various architectures of LM algorithm based artificial neural
network models, having different numbers of hidden layer neurons have been
trained to achieve the same performance goal (mean square error). The optimal
structure has been selected on the basis of the least training time taken by the
LMANN. Once the LMANN is trained, its performance has been tested for the
unknown testing patterns.

The Levenberg-Marquardt algorithm is a variation of Newton’s method [14, 15].
This algorithm is very well suited to the artificial neural network training, where the
performance index is the mean squared error. Newton’s update for optimizing a
performance index F(x) is

xkþ 1 ¼ xk � A�1
k gk ð7Þ

WhereAk ¼ r2FðxÞ x¼xk and gk ¼ rFðxÞ x¼xkjj ð8Þ
Assuming that F(x) is a sum of square function.

FðxÞ ¼
XN
i¼1

2T ðxÞ 2 ðxÞ ð9Þ

Then the jth element of the gradient would be

½rFðxÞ� ¼ @FðxÞ
@xj

¼ 2
XN
i¼1

2i ðxÞ @ 2i ðxÞ
@xj

ð10Þ

Fig. 2 Neural network
architecture
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The gradient can therefore be written in matrix form

rFðxÞ ¼ 2JTðxÞ 2 ðxÞ ð11Þ

Here J(x) is the Jacobean matrix. The hessian matrix can be expressed in matrix
form as follows:

r2FðxÞ ¼ 2JTðxÞJðxÞþ 2SðxÞ ð12Þ

where SðxÞ ¼ P2iðxÞr2 2i ðxÞ
If here S(x) is assumed to be small, then the hessian matrix can be approximated

as

r2FðxÞ ¼ 2JTðxÞJðxÞ ð13Þ

Substituting (11) and (13) in (7), the Gauss-Newton method is obtained as

xkþ 1 ¼ xk � ½2JTðxkÞJðxkÞ��12JTðxkÞ 2 ðxkÞ ð14Þ

xkþ 1 ¼ xk � ½JTðxkÞJðxkÞ��1JTðxkÞ 2 ðxkÞ ð15Þ

From this, it can be observed that the advantage of Gauss-Newton method over
the standard method is that it does not require calculation of second order deriva-
tives. One problem with the Gauss-Newton method is that the Hessian matrix
H = JTJ sometimes may not be invertible. This can be overcome by approaching the
following modification to the Hessian matrix

G ¼ Hþ lI ð16Þ

To make this matrix invertible, suppose that the Eigen values and Eigen vectors
of Hessian matrix H are {λ1, λ2, …., λn} and {z1, z2, …, zn}. Then

Gzi ¼ ½Hþ lI�zi ¼ ðki þ lÞzi
Therefore the Eigen vectors of G are the same as Eigen vectors of H and the

Eigen values of G are (λi + µ). G can be made positive definite by increasing µ until
(λi + µ) > 0 for all i, and then the matrix will be invertible. This modification leads
to the Levenberg-Marquardt algorithm [15].

xkþ 1 ¼ xk � ½JTðxkÞJðxkÞþ lkI��1JTðxkÞ 2 ðxkÞ

or

rxk ¼ �½JTðxkÞJðxkÞþ lkI��1JTðxkÞ 2 ðxkÞ ð17Þ
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A useful feature of this algorithm is that as µk is increased it approaches the
steepest descent algorithm with small learning rate

xkþ 1 ffi xk � 1
lk

JTðxkÞ 2 ðxkÞ ð18Þ

ffi xk � 1
2lk

rFðxÞ for large lk ð19Þ

And if µk is decreased to zero the algorithm becomes Gauss-Newton. The
algorithm begins with µk set to some small value like µk = 0.01 or so.

2.3 Vector Quantization Clustering Technique

Clustering methods are a part of pattern recognition methods. They provide a
popular approach to unsupervised classification in which the pattern is assigned to a
hitherto unknown class. In the pattern recognition literature, different types of
clustering algorithms, such as self-organizing maps (SOMs), hierarchical clustering
(HC), Vector quantization clustering technique etc., can be found, each having its
own advantages and limitations. In this study, the Vector quantization clustering
algorithm was selected, and it is briefly summarized here. In vector quantization
clustering [20], the first vector from input patterns creates a starting cluster.
Subsequent clusters are formed on the basis of Euclidean distance between input
vectors and existing cluster centers.

Euclidean distance between input vector and any allocated cluster center is
calculated as:

d ¼ ap � Kj

�� �� ¼
Xn
i¼1

api � Kj
� �2" #1=2

ð20Þ

where ap is pth input vector of ith input pattern, Kj is jth cluster and d is Euclidean
distance. If the Euclidean distance of any input vector ap from cluster Kc is less than
the Euclidean distance of ap from cluster Kj, then Kc is selected as closest cluster to
the input vector ap. The cluster Kc can be selected as closest cluster using (21)

ap � Kck k\ ap � Kj

�� ��fj ¼ 1. . .M; j 6¼ C ð21Þ

where M is the number of allocated clusters. Once the closest cluster Kc for the
input vector ap has been determined, the distance ap � Kck k must be tested against
a pre-specified threshold distance σ, such as:

If ap � Kck k\r; the pth input vector is assigned to cth cluster i.e. Kc. Otherwise
if ap � Kck k[ r; then a new cluster is allocated to pth input vector. Every time the

304 K. Pal et al.



closest cluster center selected on the basis of comparison with threshold σ is
updated as:

Ka ¼ 1
n

X
X2Sn

a ð22Þ

where Sn denotes the set of input vectors, ‘a’ denotes an input vector and n is
number of input vectors in a cluster. The process of finding closest cluster is
repeated for all the system variables Sj{j = 1,2,3,…n}.

3 Development of LMANN for Nodal Price Prediction

Neural Network models are the trainable analytic tools that attempt to mimic the
information-processing pattern in human brain [17]. It performs desired job after
training or learning. Training of a neural network is a slow intelligent process. To
speed up its training, optimization is required at various steps i.e. in deciding neural
network architecture, the number and type of training/testing patterns, the learning
rate, and number of neurons in hidden layer [14].

3.1 Methodology Used for Training an ANN

The schematic block diagram of the work carried out in this chapter is given in
Fig. 3. A large number of patterns are generated by perturbing the load randomly at
each bus in a wide range. With the help of a classical optimal power flow method,
nodal prices are computed at all the buses of a power system. The nodal price
(NP) values obtained with an OPF solution method are heterogeneous in nature, i.e.
fall in a wide range. To obtain better prediction accuracy of ANN, the whole
database comprising NPs values at all the buses of the large size power system
(RTS 24-Bus test system) has been divided into various data clusters (price zones),
as can be seen from Fig. 3. Vector quantization clustering technique [20, 21] is used
in this chapter for grouping similar NP values in one cluster. Separate ANNs have
been developed for each cluster (price zone).

The training and testing patterns consist of input and output pairs. The ANN
developed in this chapter for providing NPs has real and reactive power demand at
PQ buses as its input, while Nodal Prices at each node are the required output of the
neural network. The proposed network has single hidden layer. The optimum
number of hidden layer neurons is selected on the basis of various trials. The neural
network requiring least training time to achieve the same error goal has been
considered as the most efficient one.
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For 6-bus test system, the non-zero real and reactive loads at various buses has
been taken as input in addition to the total real and reactive power loads to the
proposed LMANN, while Nodal Prices at all the 6 buses are the outputs of the
developed LMANN. As this is small size power system, the clustering for its
partitioning into various price zones has not been carried out in this test system.

3.2 Feature Selection

Feature selection is an effective data reduction technique for handling the problem
of high dimensionality. In this chapter, vector quantization based clustering algo-
rithm [30] as discussed in Sect. 2.3, has been applied for selecting input features
from the non-zero real and reactive loads at all the buses of the 24-bus test power
system. An unsupervised learning has been used to discover similarities among the
large number of variables and to group the total ‘Y’ system variables (S1, S2,…….,
SY) into ‘Z’ clusters such that the variables in a cluster are having similar char-
acteristics. Thus, the number of variables will be reduced from ‘Y’ to ‘Z’ (Z < Y).
Clustering of the variables is performed on the basis of Euclidean distance between
them and a threshold called vigilance parameter ρ. First, the N dimensional system
variable S1 is selected as the center of the first cluster. The next system variable is
compared to the first cluster center. If its Euclidean distance from the first cluster
center is smaller than the pre-specified vigilance parameter, it is included in the first

Fig. 3 Schematic block diagram for nodal price prediction
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cluster. Otherwise, it will be considered as the center of a new cluster. This process
is repeated for all the system variables Sj. Once all the system variables are con-
sidered, the algorithm is re-iterated until stable clusters are formed. The variable
nearest to the cluster center in a group is selected as the representative variable for
that cluster. These representative variables are used as input features for the pro-
posed ANN.

4 Results and Discussion

For the prediction of Nodal Prices in real-time spot power market, the continuously
varying load condition has been taken as input to the proposed ANN. To experience
such a realistic power system of varying loading condition, 300 load patterns have
been created by randomly perturbing the load at each bus in a wide range (±30 % of
base case load). Out of these, 240 patterns have been used for training and the
remaining 60 patterns have been used for testing of the proposed LM based ANN
model. For each pattern, NPs values are obtained by running OPF program. All the
programming modules have been developed in Matlab.

Due to dynamic uncertainties under deregulated power market scenario, the NPs
are highly volatile and mainly dependent on system loading conditions. To consider
this fact into account, the real and reactive loads at all the buses of the system are
considered as input variables for LMANN to be developed. During training it is
found that number of hidden nodes has affected the convergence rate by increasing
or decreasing the complexity of the neural network architecture. Hence hidden
nodes are selected in the present work by having several trials. Proposed
methodology for Nodal Price prediction in deregulated spot power market has been
demonstrated on two sample power systems; a 6- bus system and RTS 24-bus test
system.

4.1 6-Bus Power System

6-bus test system [18] comprises of 3 generating units and 3 loads. Real and
reactive power at each of the 3 load buses and total real and reactive power demand
has been taken as input to the proposed LMANN, while Nodal Prices at all the 6
buses are the output of the developed LMANN. Optimal ANN architecture as
obtained after several trials during training is (8-9-6). During testing phase the
trained MLP model provided RMS error of 0.06192 p.u. and maximum percentage
error as 1.54046.

Although the trained LMANN (8-9-6) has provided the accurate results for all
the 60 testing patterns, testing results for only ten testing patterns are given in
Table 1. This Table shows the target (NPs values computed by classical OPF
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method) and actual NPs values (NPs predicted by developed LMANN) with per-
centage error during testing. NP1 is the nodal price at bus number 1 and so on.

The actual and target outputs for all the 60 testing patterns are shown in Figs. 4,
5, 6, 7, 8 and 9. It can be seen from these Figures, the Nodal Prices predicted by the
trained LM based ANN closely follow the nodal prices as obtained by the con-
ventional OPF method.

Figure 10 shown the plot of percentage testing error obtained during prediction
of nodal prices at all the six buses, for all the 60 testing patterns. It can be observed

Table 1 Testing performance of ANN for 6-bus power system

TP Method NP1 NP2 NP3 NP4 NP5 NP6
1 Classical 8.800 8.800 8.963 9.319 9.411 9.247

By LMANN 8.793 8.793 8.961 9.325 9.428 9.250

Per. Error 0.134 0.079 0.017 0.070 0.185 0.030

2 Classical 8.800 8.800 8.964 9.320 9.413 9.249

By LMANN 8.822 8.822 8.970 9.345 9.414 9.260

Per. Error 0.015 0.250 0.068 0.271 0.015 0.119

3 Classical 8.800 8.800 8.970 9.328 9.422 9.256

By LMANN 8.873 8.873 9.057 9.415 9.519 9.347

Per. Error 0.943 0.830 0.971 0.931 1.030 0.985

4 Classical 8.800 8.800 8.976 9.336 9.434 9.264

By LMANN 8.851 8.851 9.023 9.383 9.478 9.311

Per Error 0.440 0.577 0.523 0.505 0.462 0.507

5 Classical 8.800 8.800 8.973 9.332 9.428 9.261

By LMANN 8.885 8.885 9.070 9.430 9.535 9.362

Per. Error 1.061 0.961 1.085 1.054 1.131 1.086

6 Classical 8.800 8.800 8.978 9.339 9.437 9.267

By LMANN 8.883 8.883 9.062 9.422 9.519 9.352

Per. Error 0.844 0.941 0.936 0.890 0.865 0.921

7 Classical 8.952 8.952 9.134 9.508 9.607 9.428

By LMANN 8.909 8.909 9.086 9.457 9.548 9.378

Per. Error 0.600 0.480 0.523 0.533 0.617 0.526

8 Classical 8.950 8.950 9.133 9.504 9.604 9.428

By LMANN 8.921 8.921 9.104 9.485 9.579 9.401

Per. Error 0.218 0.324 0.323 0.198 0.258 0.287

9 Classical 8.956 8.956 9.135 9.514 9.613 9.428

By LMANN 8.909 8.909 9.086 9.457 9.548 9.378

Per. Error 0.656 0.524 0.534 0.595 0.679 0.526

10 Classical 6.885 6.885 7.000 7.244 7.309 7.204

By LMANN 6.881 6.881 7.008 7.254 7.331 7.211

Per. Error 0.323 0.064 0.120 0.137 0.300 0.094

TP Testing Pattern, Per. Error Percentage Error, Classical Classical OPF
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from Fig. 10, that the maximum error for predicting NPs obtained by developed
LMANN for six nodes are 1.527 %, 1.33 %, 1.398 %, 1.513 %, 1.54 % and
1.445 % respectively.
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4.2 RTS 24-Bus System

To establish the effectiveness of proposed neural network for predicting nodal
prices, the neural network model has been trained for 24-bus Reliability Test
System [19] comprises of total 32 generating units connected at 11 buses, 38
transmission lines and 5 transformers (132 kV/230 kV). The system is having
4783.7133 MW as a total transaction level and Independent Market Operator pays
40108.5736 $/h for this total transaction. In RTS 24-bus system, loads are con-
nected at 17 buses. Thus, this system comprises of total 34 number of non-zero real
and reactive loads (17 real power loads and 17 reactive power loads). As many as
300 load patterns were generated by varying load at each bus of the power system
randomly in a wide range (±30 % of base case).

The conventional OPF based method is applied for each load pattern to obtain
nodal prices for each node. Out of these 300 patterns, 240 patterns have been used
for training of the ANN, while the remaining 60 patterns have been used to test the
performance of the trained ANN. For reducing the size of the proposed ANN,
vector quantization based clustering was also employed in input data of dimension
34 to select representative input vectors from various clusters. Consequently by
having a threshold value of, ρ = 0.128, 11 clusters were formed. The 11 selected
input vectors are real loads at bus number 5, 9, 10, 13, 15, 16, 18 and 20 and
reactive loads at bus number 1, 3 and 13. Thus input dimension was reduced from
34 to 11. In addition to these 11 features, total real and reactive loads are also
considered as inputs to the LMANNs, thus making the total number of inputs as 13.

The number of outputs in this case is 24, which vary in wide range, so one ANN
was not able to estimate nodal price for all the 24 buses accurately. Hence the
division of power system (24 buses) into various price zones having different price
levels was carried out using vector quantization technique such that in each zone
nodal prices lie in a closed range. For each price zone a separate LMANN was
developed, so that fast and accurate prediction of nodal prices could be achieved.
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Using an unsupervised vector quantization clustering, with the threshold value
of, ρ = 0.283, the 24-bus system has been divided into six zones. A total of 6
LMANNs were developed for nodal price prediction in these 6 price zones. Optimal
architectures for the 6 LMANNs developed for nodal price prediction in 6 zones
were obtained after several trials during training and found to be as (13-11-7),
(13-5-4), (13-19-7), (13-14-2), (13-12-3) and (13-10-1) respectively. The division
of 24-bus power system with range of nodal prices in each zone is given in Table 2.
The testing performance of all the 6 LMANNs developed for nodal price prediction
of 6 clusters (price zones) have also been summarized in Table 2. Table 2 shows
that zone 6 is comprising of lowest NP range, hence supposed to be the most
suitable zone for making transactions. For each price zone an individual LMANN
has been developed for predicting NPs within that price zone. Maximum percentage
error and per unit rms error for all the six price zones are also indicated in Table 2.
These results show the well acceptable performance of the developed LMANNs for
Nodal Price prediction.

The performance of LMANN in terms of nodal prices computed by classical
OPF method and those predicted by LM based ANN along with percentage testing
error at each bus for zone 3 where prices are in higher range and for zones 4, 5, 6
where prices are in lower range are shown in Tables 3 and 4 respectively.
Negative NP values as can be seen in Table 4, shows the reward for not creating
congestion in any of the line terminating at this bus, while positive NP values
indicate the penalty on the buses, which are creating congestion in the lines con-
nected at those buses. Thus NP prediction is an effective way of finding congestion
management through imposing penalty and rewards on electricity consumers.

However, plots of percentage testing errors obtained during prediction of NPs
for all the six zones, for all the 60 testing patterns are shown in Figs. 11, 12, 13, 14,
15 and 16. These figures clearly depict the maximum and minimum percentage
error obtained during testing at each node of each zone.

Table 2 Partitioning of IEEE RTS 24-bus system into various price zones

Zones No. of
buses

Bus numbers NPs range
($/MWh)

Max. per
error (%)

Max. RMS
error (p.u.)

1 7 1, 2, 7, 12 13, 16,
and 24

38.2790 to 29.6030 2.1813 0.2997

2 4 3, 4, 5 and 20 53.1250 to 43.0700 2.1848 0.3736

3 7 6, 8, 9, 10, 11, 14
and 19

65.4970 to 52.8740 2.3396 0.4979

4 2 15 and 17 22.9810 to 14.4190 2.875 0.2008

5 3 18, 21 and 22 13.2310 to 6.5070 2.6019 0.0874

6 1 23 1.6930 to −2.2660 2.7692 0.0178
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Table 3 Testing performance of ANN for 6-bus power system

TP Method NP1 NP2 NP3 NP4 NP5 NP6 NP6
1 Classical 54.661 54.661 58.222 62.966 56.414 58.411 53.534

By LMANN 55.585 55.585 59.201 63.409 57.073 59.184 54.103

Per. Error −1.694 −1.691 −1.681 −0.703 −1.167 −1.323 −1.063

2 Classical 55.167 55.167 58.832 63.542 56.989 59.118 53.961

By LMANN 56.017 56.017 59.549 63.951 57.453 59.489 54.085

Per. Error −1.668 −1.540 −1.218 −0.644 −0.814 −0.628 −0.230

3 Classical 55.179 55.179 58.840 63.562 56.982 59.098 53.939

By LMANN 56.017 56.017 59.549 63.951 57.453 59.489 54.085

Per. Error −1.622 −1.518 −1.204 −0.612 −0.826 −0.662 −0.271

4 Classical 55.179 55.179 58.840 63.562 56.982 59.098 53.939

By LMANN 56.047 56.047 59.638 64.041 57.431 59.594 54.060

Per Error −1.916 −1.573 −1.356 −0.753 −0.788 −0.839 −0.224

5 Classical 55.171 55.171 58.835 63.550 56.986 59.109 53.951

By LMANN 55.528 55.528 59.038 63.421 57.021 58.912 53.956

Per. Error −0.459 −0.647 −0.345 0.202 −0.062 0.333 −0.009

6 Classical 57.021 57.021 60.458 65.487 58.244 60.399 54.548

By LMANN 56.596 56.595 59.966 64.528 57.881 59.614 54.086

Per. Error 0.652 0.747 0.813 1.464 0.624 1.300 0.847

7 Classical 57.029 57.029 60.466 65.497 58.248 60.400 54.546

By LMANN 56.353 56.353 59.764 64.455 57.722 59.469 54.085

Per. Error 1.220 1.186 1.161 1.592 0.902 1.541 0.845

8 Classical 56.290 56.290 59.730 64.692 57.747 57.649 54.224

By LMANN 56.111 56.111 59.617 64.160 57.554 59.483 53.962

Per. Error 0.145 0.318 0.189 0.823 0.164 0.442 0.484

9 Classical 56.912 56.912 60.354 65.377 58.150 60.287 54.479

By LMANN 56.759 56.759 60.174 64.863 58.123 59.730 54.188

Per. Error 0.139 0.268 0.299 0.786 0.047 0.924 0.534

10 Classical 57.022 57.022 60.459 65.488 58.245 60.399 54.548

By LMANN 56.208 56.208 59.679 64.307 57.724 59.327 54.036

Per. Error 1.304 1.427 1.291 1.804 0.895 1.776 0.939
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Table 4 Testing performance of LMANN for cluster 4, 5 and 6

TP Method Cluster 4 Cluster 5 Cluster 6

NP1 NP2 NP1 NP2 NP3 NP1
1 Classical 22.240 15.202 12.739 10.435 7.308 −1.578

By LMANN 22.345 14.980 12.761 10.423 7.185 −1.578

Per. Error −0.474 1.460 0.172 0.116 1.682 0.0211

2 Classical 22.445 14.954 12.728 10.424 7.305 −1.602

By LMANN 22.491 15.357 12.757 10.427 7.219 −1.602

Per. Error −0.206 −2.696 0.227 0.032 1.184 −0.000

3 Classical 22.422 14.928 12.732 10.428 7.305 −1.593

By LMANN 22.491 15.357 12.775 10.462 7.304 −1.593

Per. Error −0.309 −2.875 0.335 0.328 0.011 0.000

4 Classical 22.422 14.928 12.724 10.420 7.304 −1.586

By LMANN 22.425 15.236 12.602 10.251 7.341 −1.579

Per Error −0.015 −2.060 0.962 1.620 −0.507 0.420

5 Classical 22.435 14.943 12.627 10.229 6.867 −1.580

By LMANN 22.181 15.057 12.602 10.251 7.041 −1.578

Per. Error 1.131 −0.761 0.201 0.217 2.533 0.105

6 Classical 22.223 15.189 12.461 10.025 6.619 −1.592

By LMANN 22.214 15.012 12.390 9.978 6.654 0.001

Per. Error 0.040 1.164 0.567 0.466 0.527 0.0628

7 Classical 22.458 14.968 12.437 9.994 6.582 0.938

By LMANN 22.410 15.068 12.390 9.978 6.654 0.940

Per. Error 0.214 0.670 0.375 0.157 1.093 0.213

8 Classical 22.492 15.007 12.437 9.995 6.583 0.934

By LMANN 22.324 15.020 12.321 9.895 6.551 0.942

Per. Error 0.746 0.089 0.935 1.002 0.486 0.829

9 Classical 22.565 15.091 12.597 10.299 7.259 0.934

By LMANN 22.432 15.139 12.678 10.341 7.155 0.932

Per. Error 0.590 0.315 0.645 0.409 1.430 0.000

10 Classical 22.546 15.069 12.422 9.976 6.559 0.944

By LMANN 22.458 15.194 12.390 9.978 6.654 0.942

Per. Error 0.392 0.827 0.254 0.023 1.447 0.238
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Fig. 13 Plot of percentage
error for cluster 3
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5 Conclusion

In this chapter, an artificial neural network based approach for prediction of nodal
prices at each bus of power system under restructured environment has been pre-
sented. Levenberg-Marquardt algorithm has been applied to speed up the training of
the multi-layer feed-forward neural network.

During testing phase, the trained neural network furnished results within
acceptable accuracy limits for previously unseen load patterns almost instanta-
neously. Since the training of the ANN using LM algorithm is quite fast, these
results can be directly floated to Open Access Same-Time Information System
(OASIS) web-site, to be assessed by market participants before trading their
required transactions.

As nodal prices provide the appropriate economic signals location-wise to the
market participants, this LMANN based technique can be proved to be of great
importance in enhancing the theme of spot power market. The aim of providing
nodal prices directly online using artificial neural network approach is, to provide a
platform for the market participants to improve their bidding strategies so that in the
time-ahead market, their transaction can be fulfilled. This may be useful for
motivating them for managing congestion by rescheduling their transactions. This
will certainly improve the power system security and reliability in the Deregulated
Power Market scenario.
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